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1. Introduction

Gallium arsenide (GaAs) is one of the most frequently used compound semiconductors. Owing to its electronic properties – direct band gap and very high electron mobility – GaAs has founds broad application in production of opto- and microelectronics devices. Microwave devices require high purity quasi-undoped semi-insulating (SI) wafers, whereas optoelectronic devices require semiconducting (SC) n-type (usually Si-doped) substrates. However, despite the attractive properties, GaAs has lost a significant part of the semiconductor market in the last years. The main reasons for this are high operational costs of crystal growth and not high enough quality of GaAs single crystals. These disadvantages are in turn caused by the complexity of the GaAs system, which includes a much larger variety of point defects and defect complexes compared to elemental semiconductors, such as Si. It is known, that point defects may occur in different charge states, interacting with each other via their influence on the position of the Fermi level. However, exact interaction mechanism is still controversial. It was the goal of the present work to contribute to the improvement of this situation.

The choice of material under investigation in this work was dictated by the technological interest. As-grown n-type and semi-insulating GaAs crystals were studied. Positron annihilation lifetime spectroscopy (PALS) was used as the main method of investigation. PALS is a sensitive tool for the detection of vacancy-like defects. However, it would be hardly possible to interpret the results of positron annihilation without application of other experimental methods.

The work has the following structure: in section 2, the theoretical aspects of point defect formation important for further discussion are presented. Section 3 gives a brief review of experimental techniques, which have been used here. Section 4 is devoted to the study of as grown Si-doped GaAs. In section 5, the formation of point defects in n-type and SI GaAs at elevated temperatures is compared. The results of investigations on a variety of GaAs crystals grown by modified LEC-techniques are discussed in section 6. Section 7 deals with the interpretation of temperature-dependent positron annihilation measurements. A summary is given in section 8.
2. Thermodynamics of native point defects in GaAs

The totality of point defects in a crystal comprise those existing in a perfectly chemically pure crystal, so called intrinsic defects, and those associated with some foreign atoms. The latter are termed “dopants” if they are deliberately added or “impurities” if they were introduced unintentionally. There are six principal intrinsic point defects in GaAs: vacancies on both sublattices (\(V_{\text{Ga}}\) and \(V_{\text{As}}\)), Ga and As interstitials (\(\text{Ga}_i\) and \(\text{As}_i\)) and antisites (\(\text{Ga}_{\text{As}}\) and \(\text{As}_{\text{Ga}}\)). In framework of this work, the term “native defects” is related to the point defects being in thermodynamical equilibrium with a host crystal and not introduced intentionally, e.g. by crystal deformation or irradiation. This definition comprises intrinsic defects, foreign atoms as well as their complexes. The equilibrium concentration of point defects in binary compound semiconductors such as GaAs is a complicated function depending of temperature, Fermi-level position and of the activity of either one of the constituents (gallium or arsenic), i.e. of crystal stoichiometry. In the following sections, some aspects important for this thesis concerning native defect formation are briefly reviewed.

2.1 GaAs system at melting point

Gallium arsenide crystallizes in the zincblende structure at about 1513 K. The lattice constant is 0.5653 nm at 300 K (Brozel and Stillman 1996). As for any compound, there is a certain thermodynamically allowed region of homogeneity for \(\text{Ga}_{1-x}\text{As}_x\). This is shown on

Fig. 2.1: Binary phase diagram of Ga-As-System. Data are taken from Refs. (Wenzl et al. 1991; Wenzl et al. 1994) (left) and (Jurisch and Wenzl 2002) (right)
the binary phase diagram in fig. 2.1. The homogeneity region is represented by the shaded area within the solidus line a*-b*. If concentration of one of the components (e.g., As) exceeds a value allowed by the solidus line b*, the GaAs system consists of three phase – GaAs crystal, melt and gas. Inside the homogeneity region, GaAs crystal is in thermal equilibrium with its gas phase. Corresponding vapour pressures determined along the solidus line are shown in fig. 2.2. In case of the arsenic-rich melt, the As$_4$-pressure dominates while the vapour pressure of gallium is negligibly small. The resulting pressure is then \( \approx p_{As_4} \). On the gallium-rich side, As$_2$ is the dominating gas component. The Ga pressure becomes important only at low temperatures (T<800° C).

It is important to note that the exact shape of the GaAs phase diagram is unknown at present. This subject is still under investigations. According to the recent thermodynamic calculations of Jurisch and Wenzl, there is no crystallization at all possible on the Ga-rich side [Fig. 2.1 (right)]. This may explain the fact why gallium precipitates were never observed even in the crystals grown from a very Ga-rich melt (Kiessling 2003). However, the Wenzl's hypothesis needs stronger experimental evidence. Anyway, it is commonly accepted that the congruent point, where the solidus and liquidus lines oscillate, lies on the As-rich side of the phase diagram (Fig. 2.1). Therefore, growth from a stoichiometric melt always yields arsenic-rich material (Wenzl et al. 1991, Hurle 1999).

The deviation from stoichiometry \( s \) is realized through the formation of point defects on both sublattices. The deviation can be expressed as \( s = 1 - 2x = s_1 - s_2 \), where \( s_1 \) and \( s_2 \) are determined as:

\[
\begin{align*}
2s_1 &= [Ga_i] + [Ga_{as}] - [V_{Ga}] - [As_{Ga}] - [X_{Ga}] \\
2s_2 &= [As_i] + [As_{Ga}] - [V_{As}] - [Ga_{as}] - [X_{As}]
\end{align*}
\] (2.1)

where \( X_{Ga} \) and \( X_{As} \) imply an arbitrary foreign atom on the As or Ga lattice site. The brackets denote defect concentration in atomic units. Thus, by measuring the stoichiome-
try deviation $s$, type and concentration of the dominating point defects can be determined. There are two direct methods for estimation of $s$:

1) the direct determination of the amounts of Ga and As atoms in a sample by electrochemical titration of one or both of the species;

2) the determination of the average mass of the unit cell in a sample by measuring its density (which is the mass per unit volume of crystal) and the cube of its lattice parameter (which is volume of the unit cell). The quotient of these two quantities is, therefore, the mass per unit cell. By subtracting from this the mass of an ideal unit cell (containing one Ga and one As atom), the excess mass per unit cell which is related to the deviation from stoichiometry is obtained.

Application of these two approaches to study GaAs crystals grown from Ga- and As-rich melt showed that deviations on the As sublattice dominate (Hurle 1999). Thus, under As-rich conditions, there are large concentrations of $A_s$ and $V_{Ga}$ grown into the crystals at the melting point. However, deviation from stoichiometry provides information only on dominating defects, which remain in a crystal after its cooling. Investigation of other point defects present at elevated temperatures with the help of these methods is impossible.

There are always some point defects existing in a crystal at thermodynamical equilibrium, which contribute to minimization of the Gibbs free energy. In elemental semiconductor such as Si, the equilibrium concentration of an individual point defect depends on temperature and the position of the Fermi level. For compound semiconductor, the situation is more difficult since the equilibrium concentrations depend additionally on the crystal stoichiometry (Eq. 2.1). This means that defect concentrations, crystal composition and ambient vapour pressure are in thermodynamical equilibrium and thus depend on each other. In addition, many of the point defects may exist in more than one charge state and interact strongly through their influence on the Fermi energy. Thus, dopant solubility can be strongly influenced by charged native point defects grown into the crystal and conversely, doping markedly affects charged native point defect populations.

### 2.2 Defects chemistry in GaAs

Defect chemistry represents a chemical approach to the problems dealing with imperfections in crystalline solids. This method considers the generation of defects, interaction between them and between defects and ambient as chemical reactions based on the assumption that the crystal is in an equilibrium state (Kröger 1964). Six intrinsic point defects in GaAs can be described by the following six thermodynamic reactions (Hurle 1999):

\[
1/4 A_s^4(v) = A_s^0
\]

\[
A_s + V_{As} = V_{As}^0 + A_s^0
\]
\[ 0 = V_{As}^0 + V_{Ga}^0 \]  
\[ \text{Ga}_{Ga} = \text{Ga}_i^0 + V_{Ga}^0 \]  
\[ \text{As}_i^0 + V_{As}^0 = \text{As}_{Ga}^0 \]  
\[ \text{Ga}_i^0 + V_{As}^0 = \text{Ga}_{As}^0 \]  

where the superscript (0) indicates the neutral state. Only one of the reactions involves the external phase (Eq. 2.2). The external phase may be liquid or vapor. To avoid writing different equations for the two cases, the activity of the external phase is expressed in terms of the partial pressure of arsenic dimers which would be in equilibrium either with the vapor or with a liquid which was in equilibrium with that vapor. The arsenic tetramer is chosen, since it is the dominating species in arsenic vapor (Fig. 2.2). Having expressed a condition of equilibrium of one component with the external phase, equilibrium with respect to the other component (Ga) is defined as:

\[ p_{Ga} p_{As}^{1/4} = \exp(-g_f^f / kT) \]  

where \( p_{Ga} \) is the partial pressure of gallium monomers and \( g_f^f \) is the free energy of formation of GaAs from gaseous gallium monomer and arsenic tetramers at one atmosphere total pressure and temperature \( T \). Substituting (2.2) into (2.3), one obtains the following reaction for \( V_{As} \) formation:

\[ 4^{1/4} (4) \]

\[ \text{As}_i + V_{As}^0 = \text{As}_{Ga}^0 \]  

From (2.4) and (2.9), a similar reaction for the Ga vacancy may be deduced:

\[ 1/4 \text{As}_4 = \text{V}_{As} + V_{Ga} \]  

Concentrations of vacancies in their neutral states are determined by mass-action law:

\[ [V_{Ga}^0] = K_{V_{Ga}} (T) p_{As}^{1/4} \]  
\[ [V_{As}^0] = K_{V_{As}} (T) p_{As}^{1/4} \]  

where \( K_{V_{Ga}} \) and \( K_{V_{As}} \) are mass-action constants of formation of gallium and arsenic vacancies, respectively. According to (2.11) and (2.12), the density of \( V_{Ga} \) should increase and of \( V_{As} \) decrease with increasing arsenic pressure.

In case of charged vacancies, their ionization reactions and corresponding concentrations are given by the following reactions:

**Arsenic vacancy**

\[ V_{As}^0 = V_{As}^+ + e^- \]
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\[ [V^+_{As}] = [V^0_{As}](N_C / n) \exp(-E_{\text{ion}} / k_BT) \]

\[ V^0_{As} = V_{As} + h^+ \]

\[ [V^-_{As}] = [V^0_{As}](n / N_C) \exp(-E_{\text{ion}} / k_BT) \]

**Gallium vacancy**

\[ V^0_{Ga} = V_{Ga}^+ + qh^+ \]

\[ [V^g_{Ga}] = [V^0_{Ga}](n / N_C)^q \exp \left\{ qE_g - \sum_q E_{\text{ion}}^{g+} \right\} / k_BT \]

where q=1,2,3, E_g(T) is the energy gap, \( E_{\text{ion}} \) is the ionization energy of the arsenic vacancy and \( E_{\text{ion}}^{q+} \) is the ionization energy of the q charge state of the gallium vacancy. n is the free electron concentration, \( N_C \) is the effective density of conduction-band states and \( k_B \) is Boltzmann’s constant.

### 2.3 Tan model and Fermi-level effect

The considerations presented in the previous subsection give a qualitative description of vacancy formation. However, they cannot be applied quantitatively if the mass-action constants are unknown. Tan et al. tried to evaluate the concentrations of equilibrium point defects explicitly (Tan et al. 1993; Tan 1994). According to Tan’s model, concentrations of neutral arsenic and gallium vacancies are determined by:

\[ [V^0_{As}] = \left( B_{As4} / p_{As4} \right)^{1/4} \exp\left\{ -[g^f(V^0_{As}) - \delta g_{As}] / k_BT \right\} \]

\[ [V^0_{Ga}] = \left( p_{As4} / B_{As4} \right)^{1/4} \exp\left\{ -[g^f(V^0_{Ga}) + \delta g_{As}] / k_BT \right\} \]

\( g^f(V^0_{As}) \) and \( g^f(V^0_{Ga}) \) are the free energies of formation of neutral arsenic and gallium vacancies, respectively. \( \delta g_{As} \) is the difference:

\[ \delta g_{As} = g_{As}(GaAs) - g_{As}(As_4) \]

\( g_{As}(GaAs) \) is the free energy of bonding of an arsenic atom in the crystal and \( g_{As}(As_4) \) is that of bonding of an arsenic atom in the tetramer molecule. \( B_{As4} = (2\pi m_{As4} / h^2)^{3/2} \) is the gas constant assuming As4 can be described as an ideal gas. \( m_{As4} \) is the mass of the As4 molecule and h – Planck’s constant.
Concentrations of the charged defects in Tan’s model are determined similarly to the Eq. 2.18

\[ [V_{Ga}^{3-}] = [V_{Ga}^{0}] \exp \left( zE_f - \sum_{m=1}^{\infty} E_{am} \right) \]  

(2.22)

\( E_f \) is the Fermi energy, \( z \) is the charge and \( E_{am} \) are the ionisation energies of the Ga vacancy measured from the valence band. As can be seen from Eq. (2.22), the concentration of the charged vacancies increases with the Fermi-level position moving towards the conduction band edge. The physical reason is the energy difference \( E_f - E_a \) gained by a whole system (GaAs crystal) in a process of electron transition to the acceptor level \( E_a \), i.e. formation of an additional acceptor. The dependence of the concentration of a charged point defect in a semiconductor on the charge carrier concentration (i.e. Fermi level position) is called the Fermi-level effect.

Assuming \( V_{Ga} \) as the only acceptor, Tan et al. calculated the density of gallium vacancies in n-type GaAs (Tan et al. 1991). The As pressures corresponded to those depicted in fig. 2.2. The Gibbs free energies in Eqs. (2.19,2.20) did not include entropy terms, i.e. they were set equal to the corresponding formation enthalpies \( h_f^\circ \). The values \( h_f^\circ = 2.59 \text{ eV} \) (van Vechten 1975) and \( \delta h_{as} = -0.69 \text{ eV} \) were used. The data for \( V_{Ga} \) ionization energies were taken from Ref. (Baraff and Schlüter 1985). The results of the calculations performed for different free electron densities in n-GaAs are presented in fig. 2.3. In intrinsic material, the concentration of Ga vacancies increases with increasing temperature. However, the temperature dependence was found to be dramatically weakened by doping. At high doping level, \( E_F \) can be very close to the conduction band at all temperatures. This may result in temperature independence or even a small negative temperature dependence of equilibrium concentrations of \( V_{Ga}^{3-} \) (Tan 1994). The first experimental evidence of this effect was given by Gebauer et al. in a recent positron annihilation study of Te-doped GaAs (Gebauer et al. 2003). In their analysis, the formation en-
thalpy $h_f^{Ga}$ as well as the formation entropy $s_f^{Ga}$ was considered. The values $h_f^{Ga} = (3.2 \pm 0.5) eV$ and $s_f^{Ga} = (9.6 \pm 1) k_B$ were determined.

### 2.4 Quantum mechanical calculations

The calculations given in the previous subsection sensitively depend on the knowledge of defect formation and ionization energies. Experimental determination of these properties is usually possible only for a constrained number of defects. The charge state, formation energy $E_D$ and equilibrium concentration $C_D$ of a certain defect may also be obtained with the help of theoretical models based on quantum mechanical calculations. In equilibrium, $C_D$ is given as:

$$C_D = N_s \exp \left[ -E_D (\mu_e, \Delta \mu) / k_B T \right]$$  \hspace{1cm} (2.23)

with $N_s = 2.2 \times 10^{22} cm^{-3}$ being the density of lattice sites for one of the sublattices. $E_D$ is a function of $\mu_e$ and $\Delta \mu$. $\mu_e$ is the electrons chemical potential, i.e. Fermi energy. $\Delta \mu$ is the difference between chemical potentials of Ga(As) in GaAs and in pure Ga(As) elements. In other words, $\Delta \mu$ reflects the stoichiometry deviation. As can be seen from Eq. (2.23), the defect with the lowest binding energy should have the highest equilibrium concentration. Since defect formation energies are usually not exactly known, the accuracy of such kind calculation is often insufficient. Thus, already small numerical uncertainties in the binding energy can affect the calculated defect density by orders of magnitude (Jansen and Sankey 1989). However, a quantum mechanical approach can be used for qualitative predictions of the type of dominating defects.

Fig. 2.4 represents the formation energy of intrinsic point defects in GaAs as a function of Fermi energy.
function of Fermi energy (from Refs. (Zhang and Northrup 1991; Northrup and Zhang 1993; Landman et al. 1997)). In As-rich, p-type and semi-insulating GaAs, the arsenic antisite $\text{As}_{\text{Ga}}$ has the smallest formation energy. This is in accordance with the well-known fact that the EL2-centers govern properties of semi-insulating GaAs (Brozel and Stillman 1996). In n-conducting As-rich GaAs, triply negative gallium vacancy has the minimal formation energy. Gallium interstitials $\text{Ga}_i$ should dominate in Ga-rich p-type GaAs and gallium antisites $\text{Ga}_{\text{As}}^-$ – in SI and n-GaAs. Similar results were obtained in several other theoretical works (Baraff and Schlüter 1985; Jansen and Sankey 1989; Seong and Lewis 1995). According to them, gallium vacancies $\text{V}_{\text{Ga}}$ should appear in As-rich n-doped GaAs. The formation energy of As-interstitials is according to (Landman et al. 1997) comparable with the formation of $\text{V}_{\text{Ga}}$ or $\text{As}_{\text{Ga}}$ in As-rich material. This is in agreement with the results of mass per unit cell measurements, according to which $\text{As}_i$ is the dominating defect is As-rich GaAs (Section 2.1).

The arsenic vacancy $\text{V}_{\text{As}}$ has a formation energy much higher than that of $\text{V}_{\text{Ga}}$ in n-type Ga- and As-rich GaAs. Consequently, occurrence of $\text{V}_{\text{As}}$ is rather improbable in n-GaAs. However in p-conducting material, where the Fermi level is positioned in the lower half of the band gap, formation of $\text{V}_{\text{As}}$ can be energetically more favourable compared to $\text{V}_{\text{Ga}}$.

Knowledge about the defect ionisation levels is very important for the interpretation of PALS-results. The positron being a positively charged particle feels the charge of the defects. The direct consequence is that positively charged defects can not be detected by positrons. Unfortunately, ionisation levels of vacancies in GaAs are not well-known experimentally. In principle, they can be determined with the help of quantum mechanical calculations. Fig. 2.5 presents ionisation levels of Ga- and As-vacancy obtained in differ-

---

**Fig. 2.5:** Calculated ionization levels of Ga (left) and As (right) vacancies. Positive numbers designate values measured from the valence band, negative – from conduction band.
ent theoretical works. According to the calculations, the gallium vacancy has ionisation levels in the lower half of the band gap and thus, it is in n-type and SI GaAs triply negative charged. The arsenic vacancy should be positive in p-conducting and semi-insulating material. According to some calculations, \( V_{\text{As}} \) has ionisation levels near the conduction band (Refs. (Jansen and Sankey 1989; Puska 1989; Seong and Lewis 1995)). Thus, both \( V_{\text{Ga}} \) and \( V_{\text{As}} \) must be detectable in n-GaAs. However, calculated ionisation levels demonstrate rather big quantitative differences. Therefore, only qualitative conclusions may be drawn from them, whereas direct comparison with experimental data seems to be questionable.

### 2.5 Electrical compensation in n-type GaAs

GaAs having electron conductivity type can be produced by means of doping with the atoms of group IV (Si, Ge, Sn) or group VI (S, Se, Te) of the Periodic Table. The elements of the group VI can be incorporated exclusively on the As sublattice forming shallow donors. The atoms of the IV group demonstrate in contrary amphoteric behavior: they behave as shallow donors when incorporated on Ga site and as shallow acceptors – on the As site.

N-doped GaAs is always partially electrically compensated. This means that the free electron density is smaller than the number of introduced dopants. The compensation in GaAs doped with the atoms of the IV group can to some extent be explained by simultaneous formation of donors and acceptors due to the amphoteric dopants incorporation. However, measurements of carrier mobility demonstrated the compensation effect occurring also in S-, Se- or Te- doped material. The degree of compensation \( N_D/N_A \) was found to be \( \sim 0.25 \) at moderate doping levels regardless of the dopant kind.

Hurle in Ref. (Hurle 1977) supposed that the compensating species was the donor atom complexed with its nearest gallium vacancy to form an acceptor. Positron annihilation studies of Te- and Si-doped GaAs have rather clearly demonstrated the existence of \( \text{Te}^{-}_{\text{As}}V_{\text{Ga}} \) (Krause-Rehberg et al. 1995; Gebauer et al. 1999) and \( \text{Si}^{-}_{\text{Ga}}V_{\text{Ga}} \) complexes (Laine et al. 1996; Gebauer et al. 1997). Vacancy-like defects were found also in GaAs doped with S, Ge and Sn atoms (Gebauer 2000). The complexes were found to be negatively charged. However, there is still a lack of knowledge on their exact charge state (e.g., \(-1e\) or \(-2e\)). Nowadays, donor-gallium vacancy complexes are commonly accepted as compensating centers in all kinds of n-GaAs.

Compared to point-like imperfections, influence of large-scale defects on electrical properties of GaAs is much less investigated. Thus, it was found that the distribution of carrier concentration across silicon-doped GaAs wafer showed structures corresponding to the arrangement of dislocations (Börner 2002). This might be due to the decreased concentration of \( \text{Si}^{-}_{\text{Ga}}V_{\text{Ga}} \) complexes in dislocation-rich regions of a GaAs wafer, as was proposed in the recent photoluminescence study of GaAs:Si (Baeumler et al. 2002).
However, photoluminescence spectroscopy could provide only qualitative information on defect concentrations. In contrary, the method of positron annihilation used in this work is suitable for quantitative analysis of the distribution of Si$_{Ga}$V$_{Ga}$ complexes.
3. Experimental methods

3.1 Positron annihilation lifetime spectroscopy

3.1.1 Physical background of positron trapping

The positron ($e^+$) is the antiparticle of the electron ($e^-$). Its existence was postulated by P.A.M. Dirac in 1928 as an explanation of negative energy solutions of his quantum theory of electron (Dirac 1928, 1928). In 1932, C.D. Anderson discovered the positron in a cosmic ray event with the help of a Wilson cloud-chamber (Anderson 1932).

Positrons are unstable in matter. After its introduction into a material, the positron's life may be divided into three parts: thermalization, diffusion and annihilation. Thermalization represents a process of the energy loss of the positron via electron and phonon excitation. This process occurs very rapidly, during 3-4 ps (Puska and Nieminen 1994). Thereafter, the positron movement may be described as diffusion. In semiconductors the diffusion constant is about 1.5-3 cm$^2$s$^{-1}$ (Soininen et al. 1992; Shan et al. 1997).

In a defect-free material, the positron wave function is a delocalized Bloch wave exhibiting maxima in the interstitial region due to the Coulomb repulsion of the positively charged positron and atom cores (Fig. 3.1). In an imperfect crystal, however, the wave function of the positron may be localized at the sites, where an atom (or group of atoms) is missing, i.e. at the vacancies, vacancy complexes or other open-volume defects [Fig. 3.2 (right)]. The reason is that the absence of the core represents a potential well for the positron [Fig. 3.2 (left)]. Therefore, it is energetically favorable for the positron which has diffused to a vacancy to remain at the vacancy site. This process is called positron trapping.

The positron life is ended by annihilation with an electron. By the annihilation, the energy of the electron-positron pair ($e^-e^+$) is converted into the annihilation $\gamma$-radiation. Mainly, there are two $\gamma$-photons emitted, each one having the energy of 511

![Fig. 3.1: Positron wave function in defect-free GaAs. The calculation was performed using the superimposed-atom (Puska and Nieminen 1983) method for (110) plane.](image-url)
3. Experimental methods

The positron annihilation rate $\lambda$, which is reciprocal of the positron lifetime $\tau$, is determined by the overlap of positron $\psi_+(r)$ and electron $\psi_-(r)$ wave functions:

$$\lambda = \frac{1}{\tau} = \pi \cdot r_0 \cdot c \int \psi_+(r) \psi_-(r) d\gamma dr,$$

where $r_0$ is the classical electron radius and $\gamma$ is the enhancement factor describing the increase in the electron density at the annihilation site due to electrons-positron Coulomb attraction. The positron lifetime in vacancy-free material is called bulk lifetime, $\tau_b$. In semiconductors, $\tau_b$ is in the order of 200 ps (230 ps in GaAs). Compared to a perfect lattice, the electron density in a vacancy defect is decreased. Therefore, the lifetime of a positron trapped at the vacancy is higher than that of positrons annihilating in the defect-free bulk. The method of positron annihilation lifetime spectroscopy (PALS) is based on this effect.

3.1.2 Measurement principle and trapping model

For conventional PALS investigations, positrons are usually obtained by the radioactive decay of the $^{22}\text{Na}$ isotope. The main reason consists in the emission of a $\gamma$-photon practically simultaneously with a positron. This photon has the energy of 1.275 MeV and is used to obtain the time of the positron birth (start-$\gamma$). Detection of one of the annihilation $\gamma$-quanta (stop-$\gamma$) denotes the positron death. The time difference between these two events gives the positron lifetime. The necessary condition is that only one positron must be present in a sample at a time.

The positron source is placed between two identical samples in the so-called sandwich geometry. The “sandwich” is positioned between two $\gamma$-quanta detectors. One of them serves for the detection of the start-$\gamma$ and the second of the stop-$\gamma$. Each detector
represents a plastic scintillator (Pilot-U) coupled with a photomultiplier tube (Philips XP-2020). Start and stop events are differentiated by their energies (1.275 or 0.511 MeV) with the help of constant fraction discriminators. The time difference between start and stop signals is converted into a time-proportional voltage pulse in a time-to-amplitude converter. This event is saved in a multi-channel analyzer. Further experimental details may be found in e.g. Ref. (Krause-Rehberg and Leipner 1999)

The experimentally obtained spectrum represents a convolution of the spectrometer resolution function and the real lifetime spectrum. The real spectrum is given by the probability

\[ N(t) = \sum_{i=1}^{N} \frac{I_i}{\tau_i} \exp(-t / \tau_i) \] (3.2)

\( \tau_i \) are called lifetime components with corresponding intensities \( I_i \), whereas \( \sum I_i = 1 \). The first component \( \tau_1 \) relates to the time positron spends in the bulk till its annihilation or trapping into a defect; \( \tau_2 - \tau_{N+1} \) are lifetimes of the positron trapped by the one of \( N \) defects.

In this work, positron capture in a single open-volume defect type was mostly assumed. According to the one-defect trapping model, the lifetime spectrum has two components, \( \tau_1 \) and \( \tau_2 \):

\[ \tau_1 = \frac{1}{\lambda_b + k_d}, \quad \tau_2 = \frac{1}{\lambda_d}, \] \[ I_1 = 1 - I_2, \quad I_2 = \frac{k_d}{\lambda_b - \lambda_d + k_d}, \] (3.3)

where \( \lambda_b = 1/\tau_b \) is the positron annihilation rate in a perfect defect-free crystal and \( \lambda_d = 1/\tau_d \) is the rate, at which positrons annihilate from a trapped (localized) state. \( k_d \) is the positron trapping rate of the defect.

The second lifetime, referred in the following as the defect-related lifetime \( \tau_d \), is just the reciprocal of the positron annihilation rate in the defect and does not depend on the defect concentration (Eq. 3.3). According to (3.1), \( \tau_d \) carries the information about the electron density at the annihilation site and thus can be used as a characteristic value of the open volume of the defect. In semiconductors, the ratio \( \tau_d/\tau_b \) for monovacancy is \( \sim 1.2 \). The defect trapping rate \( k_d \) is proportional to the defect concentration.

\[ k_d = \mu C = \frac{I_2}{I_1} \left( \frac{1}{\tau_b} - \frac{1}{\tau_d} \right) \] (3.4)

The coefficient of proportionality \( \mu \) must be determined for every defect type by an independent method explicitly.
Very often, a parameter called average positron lifetime, $\tau_{av}$ is used in the literature. This parameter is given as:

$$\tau_{av} = \sum_{i=1}^{N+1} I_i \tau_i$$  \hfill (3.5)

In principle, $\tau_{av}$ represents the centre of mass of the lifetime spectrum. Therefore, it is rather insensitive to the numerical fitting procedure applied. If bulk and defect-related lifetime are known, the trapping rate $k_d$ may be determined from the average lifetime as:

$$k_d = \frac{1}{\tau_b \tau_d - \tau_{av}} \left(\frac{\tau_{av} - \tau_b}{\tau_b - \tau_d}\right)$$  \hfill (3.6)

3.2 Temperature dependence of positron trapping in semiconductors

In contrast to metals, the trapping coefficient in semiconductors often reveals some temperature dependence, which might be different for different semiconductors or different defect types. A good example is given in section 7, where temperature dependent positron lifetime measurements in silicon- and tellurium-doped GaAs are discussed. Obviously, the temperature behavior of the trapping coefficient is specific for a certain defect and cares important information about defect properties. In order to be able to extract this information, details of positron trapping and reasons of its temperature dependence must be understood. This section gives a short overview of the current state of knowledge of the positron capture mechanisms in semiconductors and their temperature dependence. Firstly, a short description of the theoretical model of positron trapping is given, with an emphasis placed on the calculation of the trapping coefficient as a function of temperature. Secondly, I present the application of the model for fitting of the experimental results.

3.2.1 Theory

Most of the work on the theoretical description of positron trapping in semiconductors was done by a Finnish group (M. Puska, R. Nieminen et al.) in the late 80’s. They provided calculations for two kinds of positron traps – vacancies in different charge states and negative ions. The trapping coefficient was obtained with the help of Fermi’s golden-rule formula:

$$\nu = 4\pi \sum P_i P_f |M_{i,f}|^2 \delta \left( E_i - E_f \right)$$  \hfill (3.7)
where $P_i$ is the probability that the initial combined positron-host state $|i\rangle$ is occupied and $P_f$ the probability that the final state $|f\rangle$ is allowed. $M_{if}$ is the matrix element of the interaction potential, which takes into account the energy transfer during the positron transition from the initial $E_i$ to final $E_f$ state. The summation in (3.7) is taken over all possible states meeting the energy conservation condition. Assuming the Maxwell-Boltzmann form for the initial positron distribution, the trapping coefficient as a function of temperature is given as the average:

$$
\nu(T) = \frac{2}{\pi} \left( \frac{m_+}{k_B T} \right)^{3/2} \int_0^\infty dE \nu(E) e^{-E/k_B T} \sqrt{E},
$$

(3.8)

where $k_B$ is the Boltzmann constant and $m_+$ the positron effective mass.

In order to describe the interaction potential and to define the initial and final positron wave functions, Puska et. al. used the simple model schematically depicted in Fig. 3.3. For the neutral vacancy, the positron states were taken to be solutions for a square-well potential, the depth and width of which were chosen so that the s-like ground state had a binding energy and spatial extension identical to those obtained by first-principles calculations for electron and positron states in semiconductors. Charged vacancies were modeled by adding a $1/\varepsilon(0)r$ tail to the square-well potential, where $\varepsilon(0)$ is the static dielectric constant. The resulting potentials sensed by positrons at the negatively charged vacancy $V^-$ and positively charged vacancy $V^+$ are shown in fig. 3.3 a) and c). The Coulomb tail has to be cut off when approaching the vacancy from infinity in order to mimic the weak localization of the “extra” electron charge. Therefore, near the vacancy the potential was shifted by the amount of $Q \times 0.1 \text{ eV}$, where $Q$ is the charge state of the vacancy and 0.1 the value of the Coulomb potential at the cutoff. According to Puska et.
al., this constant potential shift does not change the positron localization in the bound state and the energy value is simply shifted by the same amount as the potential. But the potential shift and the Coulomb tail can have a large effect on the delocalized positron wave functions at thermal energies, as demonstrated in the following.

One of the main model assumptions is that the long-range Coulomb tail introduces several positron Rydbergs states with low binding energies. These states may act as precursor states in the trapping process and thereby enhance the overall trapping coefficient for the defect. Thus, the trapping process of a delocalized positron may be divided into two parts: (i) direct trapping into the ground state at a vacancy and (ii) two-stage trapping – firstly, into a weakly localized Rydberg state from which the positron then makes a transition into a deeper localized state. Corresponding to these two kinds of positron trapping, there are five possible energy-loss mechanisms, in which the energy of a delocalized positron is released:

(i) **Direct trapping:**
(a) electron-hole excitation from the valence to the conduction band;
(b) electron-hole excitation from the localized defect-level to the conduction band;

(ii) **Two-stage trapping:**
(c) phonon-assisted capture of a delocalized positron into a Rydberg state;
(d) phonon-assisted transitions between Rydberg states;
(e) transition from a Rydberg state to the ground state.

These processes are illustrated in Fig. 3.4.

![Fig. 3.4: Schematic representation of the positron energy-loss mechanisms: (a) interband electron-hole excitations and (b) exciting of the electron from a defect level to conduction band; (c) trapping into Rydberg states; transition (d) between Rydberg states and (e) between Rydberg and ground states. (From Ref. (Puska and Nieminen 1994))](image-url)
In fact, only the first three transition mechanisms relate to the capture of a delocalized positron and thus determine the temperature dependence of the trapping coefficient. The process most sensitive to temperature is positron trapping into a Rydberg state of shallow Coulomb potential of a negative vacancy. Since the binding energy of the positron to the trap is low, there is a certain probability of the escape (detrapping) of the positron from the trap back to a delocalized state. When the delocalized and the trapped states are in thermal equilibrium the detrapping rate $\delta$ and the trapping rate $k$ at a given temperature are given as (Puska and Nieminen 1994):

$$\frac{\delta}{k} = \frac{1}{c_v} \left[ \frac{m_e k_B T}{2\pi \hbar^2} \right]^{3/2} e^{-E_R/k_B T},$$

where $N_c = \frac{m_e k_B T}{2\pi \hbar^2}^{3/2}$ is the density of positron states per volume in the positron delocalized states band, $C_v$ is the concentration of negative vacancies and $E_R$ is the positron binding energy of the shallow precursor state.

Using the model of the interaction potential introduced above, Puska et al. calculated temperature dependencies for the three mechanisms of positron trapping. The results are presented in Fig. 3.5. Trapping coefficients for negative vacancies $V^-$ and $V^{2-}$ were obtained using the attractive Coulomb potential tail [Fig. 3.3 (a)]. The initial positron scattering states were then represented by Coulomb waves. Due to the Coulomb tail, the trapping coefficient of the negative vacancy is about one order of magnitude larger than

![Fig. 3.5: Temperature dependence of the positron trapping coefficient for positive, single and double negative vacancies calculated for different trapping mechanisms: (a) interband electron-hole excitation, (b) and (c) electron excitation from defect level to conduction band, (d) trapping into Rydberg state.](image)
the one of the neutral vacancy [Fig. 3.5 (a, b)]. At 300 K, it amounts to $2.5 \times 10^{14}$ s$^{-1}$ and $2.4 \times 10^{15}$ s$^{-1}$ for the neutral and singly negative vacancy, respectively. These values are in good agreement with the trapping coefficients found experimentally for the negatively charged gallium vacancy in GaAs (Le Berre et al. 1995; Gebauer et al. 1997).

As Fig. 3.5 shows, the temperature coefficient for the neutral vacancy $V^0$ is either independent of the temperature [Fig. 3.5 (b)] or increases by factor of 3 as temperature rises from 0 to 300 K [Fig. 3.5 (a)]. The increasing behavior is due to $p$-type scattering resonance for delocalized positron states at energies above the typical thermal energies. If the positron kinetic energy is near the resonance, the initial positron state is strongly enhanced at the vacancy, what increases the overlap of the initial and final states and thus also the positron trapping coefficient. However, the $p$ resonance is significant only for interband electron-hole excitation [Fig. 3.4 (a)], whereas it has a little effect on the trapping coefficient for the trapping process mediated by the excitation of electrons from localized defect levels [Fig. 3.4 (b)]. For a more detailed explanation, the reader is referred to Ref. (Puska et al. 1990).

For the negative vacancy $V^-$, the trapping coefficient increases towards lower temperatures and diverges at low temperatures being proportional to $T^{-1/2}$. This divergence is a direct consequence of the normalization of the initial positron wave function. The square of the amplitude of the Coulomb wave at the origin, i.e. at the center of the vacancy, is at maximum and behaves as (Mott and Massey 1965):

$$ |u_{\epsilon, p}(0)|^2 \propto \frac{\alpha}{\epsilon^2 m^2} - 1, $$

(3.10)

where

$$ \alpha = \frac{m Q}{\epsilon p}. $$

(3.11)

The $\epsilon$ in Eq. (3.11) is the dielectric constant and $p$ is the positron wave-vector. For a negative charge state $Q$, the square of the matrix element (3.7) and thus the positron trapping coefficient are inversely proportional to the square root of the positron energy. The integral over energy in Eq. (3.8) becomes then proportional to the temperature, what together with the prefactor of $T^{-3/2}$ gives the trapping coefficient proportional to $T^{-1/2}$. For $\alpha$ close to zero, the amplitude in (3.10) approaches a constant value and the wave function becomes a plane wave. Thus, the trapping coefficient of neutral vacancies does not diverge at low temperatures. For a double negative vacancy $V^{2-}$, a similar temperature behavior of the trapping coefficient was predicted. According to (3.10), the trapping coefficient is directly proportional to $Q$ and the ratio of the trapping coefficients for $V^{2-}$ and $V^-$ should be a factor of 2 [Fig. 3.5 (a, b)].

The temperature dependence of the trapping coefficient for a positively charged vacancy is plotted in Fig. 3.5 (c). As the calculations show, trapping into positively charged vacancies should be possible at temperatures higher than 200 K ($\nu \geq 10^{13}$ s$^{-1}$).
However, this was never observed experimentally. The probable reason is that the positron does not have enough time to tunnel through the repulsive Coulomb barrier.

The result of the calculations for positron trapping into a Rydberg state of a negative vacancy is shown in Fig. 3.5 (d). The trapping coefficient lies in the same order of magnitude as for the trapping into a ground state. However, it decreases more strongly with increasing temperature, because of detrapping of positrons from the Rydberg state due to the small binding energy (Eq. 3.9).

### 3.2.2 Model of positron trapping for experimental data fitting

This section describes a model of positron trapping for fitting of $\tau_{av}(T)$ curves obtained experimentally. The average positron lifetime is chosen for fitting, since it is a most stable and thus reliable parameter in the procedure of spectra analysis, which does not depend much on the details of decomposition. At the heart of the model, the theoretical considerations of two-stage positron trapping presented in the previous section are lying. Two cases of positron trapping are considered:

1) one-defect model: positron trapping by negative vacancies only;
2) two-defect model: positron trapping by negative vacancies and negative ions (shallow traps).

#### 1) One-defect model: negative vacancies.

For positron trapping at a single defect, the trapping rate is given by Eq. 3.6. After a simple algebraic transformation, the average positron lifetime can be expressed as:

$$\tau_{av} = \tau_b \frac{1 + K_d \tau_c}{1 + K_d \tau_b}.$$  \hspace{1cm} (3.12)

According to the two-stage trapping model (Fig. 3.6), the global trapping rate $K_d$ is given by the sum of two trapping mechanisms: direct and indirect two-stage trapping. The direct trapping to the ground state of the vacancy occurs at a rate $K_V$. In the two-stage trapping model, positrons are captured into the Rydberg states of the long-range Coulomb potential.
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Potential with a rate $K_R$. Thereafter, they can either make a transition into the ground state at a rate $\eta_R$ or escape from the Rydberg state to a delocalized state at the detrapping rate $\delta$ which is given by Eq. (3.9). A net trapping rate of the two-stage trapping is defined as 

$$R_{\text{net}} = \frac{K_R}{\eta_R} + \frac{\eta_R}{\delta_R}$$

Thus, the $K_d$ can be written as:

$$K_d = K_{\text{direct}} + K_{\text{indirect}} = K_{V} + \frac{K_R}{1 + \frac{\mu_R}{N\eta_R} \left( \frac{m_e k_B T}{2\pi h^2} \right)^{3/2} \exp \left( -\frac{E_R}{k_B T} \right)},$$

where $N$ is the atom concentration per unite volume and $\mu_R$ is the trapping coefficient of the positron to Rydberg state, related to $K_R$ through $K_R = \mu_R C_V / N$. Assuming that $K_R$ and $K_V$ vary like $T^{-1/2}$ as predicted by theory in the previous section, $K_d$ may be written as:

<table>
<thead>
<tr>
<th>Parameter symbol</th>
<th>Parameter definition and its typical values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_V$</td>
<td>Rate of positron trapping directly into the ground state of the vacancy. It is related to vacancy concentration $C_V$ by the relation $K_V = \mu_v C_V$, whereas the trapping coefficient $\mu_v$ of a negative vacancy is typically in the order of $1.5-3\times10^{16}$ cm$^3$s$^{-1}$ (Le Berre et al. 1995).</td>
</tr>
<tr>
<td>$K_R$</td>
<td>Rate of positron trapping into the Rydberg states of negative Coulomb potential. Typically $K_R/K_V \geq 5$, reflecting the larger overlapping of the delocalized positron wave function with the extended Coulomb potential.</td>
</tr>
<tr>
<td>$E_R$</td>
<td>Positron binding energy to a single effective state approximating the series of Rydberg states. Typical value 70±30 meV (Le Berre et al. 1995).</td>
</tr>
<tr>
<td>$\mu_R / \eta_R$</td>
<td>Ratio between the rate of the positron trapping into Rydberg states $\mu_R$ and positron transition rate $\eta_R$ from Rydberg to ground state. Usually $\mu_R / \eta_R \approx 10^4 - 10^5$ is assumed.</td>
</tr>
</tbody>
</table>
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Substituting $K_d$ in Eq. 3.12 by Eq. 3.15, one obtain a $\tau_{av}(T)$ dependent on four independent parameters depicted in Fig. 3.6 and listed in Table 3.1.

2) Two-defect model: negative vacancies and shallow traps

Positron traps are not only restricted to open-volume defects. Also negative ions can capture positrons due to their attractive Coulomb potential (Fig. 3.3, 3.7). The capture mechanism is similar to the process of positron trapping into a Rydberg state of a negative vacancy (Section 3.2.2). Due to the weak positron binding energy, negative ions are often refered to as shallow positron traps (Saarinen et al. 1989). Similarly to the positron capture at Rydberg states, positron trapping into shallow traps is efficient only at low temperatures, where positron thermal energies are small. At higher temperatures, detrapping of positrons from shallow traps dominate. The detrapping rate $\delta_{st}$ is defined similar to the Eq. (3.9):

$$\frac{\delta_{st}}{K_{st}} = \frac{1}{c_d} \left[ \frac{m_e k_B T}{2\pi \hbar^2} \right]^{3/2} e^{-E_d/k_B T},$$

with $c_d$ and $E_d$ being concentration and positron binding energy of a shallow trap defect.

Since there is no open volume associated with a shallow trap, its positron lifetime does not differ from the one in the bulk crystal. Hence, shallow positron traps can not be directly detected by positron lifetime measurements, but only under the condition that some open-volume defects are present in the crystal. In this case, shallow positron traps are clearly seen as a decrease of positron average lifetime at low temperatures1.

---

1 Typical example of a shallow trap defect is a Si$_{As}$ acceptor in silicon doped GaAs (Section 4.2.2)
Thus, when shallow positron traps are present in the crystal, the one-defect trapping model described above is only applicable at temperatures higher than 200 K. At lower temperatures, positrons are trapped into both vacancy and shallow trap defects and thus the two-defect trapping model must be used. The average positron lifetime can be written as (Le Berre et al. 1995):

\[
\tau_{av} = \frac{(\lambda_d + K_d) \left[ \frac{\lambda_{st}}{K_{st}} + \frac{\delta_{st}}{K_{st}} \right] + \lambda_d}{(\lambda_b + K_b) \left[ \frac{\lambda_{st}}{K_{st}} + \frac{\delta_{st}}{K_{st}} \right] + \lambda_{st}},
\]

(3.17)

where \(\lambda_d = 1/\tau_d\) is the annihilation rate at the vacancy defect and \(\lambda_{st} = \lambda_b = 1/\tau_b\) are the annihilation rates at the shallow trap defect and in the bulk, respectively. The ratio \(\delta_{st} / K_{st}\) of the detrapping rate to the trapping rate at the shallow traps is determined by Eq. (1.11). Similar to the \(K_d\), it is assumed that \(K_{st}\) varies like \(T^{-1/2}\).

At very low temperatures, the positrons thermal detrapping from the shallow traps may be neglected in first approximation. \(K_{st}(20K)\) is then calculated using a simple two-defect trapping model:

\[
K_{st}(20K) = \frac{\lambda_b}{\tau_{st} - \tau_{av}(20K)} - \frac{\tau_{st}(20K) - \tau_d}{\tau_{av}(20K) - \tau_{st}} K_d(20K),
\]

(3.18)

where \(\tau_{st}\) is assumed to be equal to \(\tau_b\). This formula is useful, if \(K_d(300K)\) can be determined from high-temperature measurements using a one-defect model. \(K_d(20K)\) can be then calculated from \(K_d(300K)\) using the temperature dependence \(K(T) \sim T^{-1/2}\) (Le Berre et al. 1995).

### 3.3 Coincidence Doppler-broadening spectroscopy

The positron and the electron annihilate predominantly by emitting of two \(\gamma\)-quanta. In the center-of-mass frame, the total momentum of the electron-positron pair (\(e^+ - e^-\)) is zero and since the energy and momentum before and after annihilation are conserved the two photons are emitted in opposite directions, each one having an energy equal to 511 keV. In the laboratory frame, the \(e^+ - e^-\) pair carries a total moment \(p\), which is transferred to the photon pair, as shown in the momentum diagram in fig. 3.8. The longitudinal momentum component \(p_L\) results in a Doppler shift \(\Delta E\) of the annihilation energy of 511 keV:

\[
\Theta \equiv \frac{p_T}{m_0c} \left( \frac{1}{2} p_L \right)
\]

\[
p_1 = m_0c + \frac{1}{2} p_L
\]

\[
p_2 = m_0c - \frac{1}{2} p_L
\]

Fig. 3.8: The vector diagram of the momentum conservation in the 2\(\gamma\)-annihilation process. \(p\) denotes the momentum of \(e^+ - e^-\) pair.
The positron is thermalized before annihilation, i.e. it has thermal energy and hence a small momentum. Therefore, $p_L$ corresponds to the momentum of the electron participating in annihilation. Since the directions of $p$ to and from the detector are equiprobable, both positive and negative $\Delta E$ are measured, resulting in the Doppler-broadening of the annihilation line, so called Doppler-broadening spectrum (fig. 3.9). The Doppler spectrum may be considered as the probability of the positron annihilation with the electron having momentum $p_L$.

The energy of the annihilating $\gamma$-quanta is measured by high-resolution Ge-$\gamma$-detectors. The $\gamma$-photon creates electron-hole pairs in a high-purity Ge crystal, in which a high electric field is applied. The amplitude of the arising electrical pulse is proportional to the energy of the detected $\gamma$-quantum. After amplification and digitizing, the energy value is saved in a multi-channel analyzer.

The high energy part of a Doppler-spectrum contains important information on the chemical surrounding of the annihilation site (Alatalo et al. 1995; Alatalo et al. 1996; Alatalo et al. 1998). The large Doppler shift $\Delta E$ denotes annihilation with strongly bounded core electrons. The momentum properties of core electrons are not affected by chemical bonds and are specific for a certain atom. The positron localized in a vacancy defect annihilates mainly with the electrons of the nearest neighbor atoms. Thus, in compound semiconductors, analysis of the core-electron annihilation enables the identification of the vacancy sublattices (Alatalo et al. 1995) or impurity-vacancy complexes (Alatalo et al. 1995; Gebauer et al. 1999).

Unfortunately, the high-momentum part of the Doppler spectrum measured with a single $\gamma$-detector (conventional Doppler-broadening spectroscopy) is dominated by background and cannot be used for the analysis of core-electron annihilation. The background originates mainly from the Pile-Up-Effects in the detector and Compton scattering of the 1.27 MeV $\gamma$-quanta emitted from the source. The background may be dramatically re-

\[ \Delta E = \frac{p_Lc}{2} \]  

(3.18)
duced by the coincident registrations of both $\gamma$-quanta with the help of two detectors (Lynn et al. 1977; MacDonald et al. 1978; Troev et al. 1979). This technique received the name Coincidence Doppler-broadening Spectroscopy (CDBS). Using CDBS, the background may be suppressed by at least two orders of magnitude (fig. 3.9). The detailed description of the procedure to obtain the coincidence spectrum is given in Ref. (Gebauer et al. 1999).

The most important parameter sensitive to the chemical surrounding of the annihilation site is the form of the high-momentum distribution (Myler et al. 1996; Myler and Simpson 1997). In order to make the analysis of the spectrum form easier, so called ratio curves were introduced (Myler et al. 1996; Szpala et al. 1996). The ratio-curves are obtained by dividing the measured spectra by a reference one. As a reference, a spectrum of defect-free samples is usually taken. Often, CDB-measurements are performed in a pure elemental material as a reference in order to obtain a spectrum specific for the chemical element of interest. The characteristic features of the high-momentum part of the spectrum are conserved also in different environments. This provides a possibility to deduce whether the detected vacancy is neighbored by a certain atom (e.g. Cu in GaAs, fig. 5.11).

### 3.4 Procedure of positron annihilation measurements

The present study is based predominantly on the results of temperature-dependent measurement of positron annihilation lifetime. Three conventional fast-fast coincidence systems with resolution of 225 ps, 240 ps and 250 ps were at the experimentalist’s disposal. A small quantity of radioactive Na$^{22}$-salt covered with 1.5 µm Al-foil was used as a positron source, which was placed in sandwich geometry between two identical samples. Typical source activity amounted to 1-1.5 MBq. The measurement temperature, $T_{\text{meas}}$, could be varied in the 20 K – 600 K range. Usually, the temperature program of lifetime experiments consisted of alternating temperatures. This means that $T_{\text{meas}}$ was changed always with a step of $2 \times T_{\text{step}}$ from 300 K (room temperature) to the lowest temperature, then to the highest one and finally back to the room temperature, where $T_{\text{step}}$ is a temperature step between two measurement temperatures. So, by $T_{\text{step}}$ of 33 K used in this work most often, the temperature program will include following temperatures: 300 K, 234 K, 168 K, 102 K, 36 K, 20 K, 69 K, 135 K, 201 K, 267 K, 333 K, 399 K, 465 K, 498 K, 432, 366 K, 300 K. Such kind of measurement program is used to recognize a temperature-related hysteresis, if such takes place.

In each lifetime spectrum, 3 to $5 \times 10^6$ annihilation events were accumulated. The spectra were analyzed with the help of “Lifspecfit” routine (Puska 1978) after source and background correction. A piece of p-type Zn-doped or SI undoped GaAs exhibiting no positron trapping was used as a reference. In the source correction procedure, three lifetime components were assumed corresponding to annihilation inside the NaCl source ($\tau_{\text{NaCl}}$) or the covering aluminum foil ($\tau_{\text{Al}}$) and to three-photon annihilation from posi-
tronium state ($\tau_p$). The source correction was performed by the analysis of the reference lifetime spectrum. The lifetime intensities and $\tau_p$ were used as fitting parameters, whereas $\tau_{NaC}$ and $\tau_{Al}$ were fixed to 380 ps and 165 ps, respectively (Somieski et al. 1996). The source parameters were considered as determined, when the positron lifetime of 230 ps, the bulk lifetime in GaAs (Gebauer et al. 2000), was obtained. Typically, source contribution did not exceed 15%, where the positronium share was in the order of 1%.

Doppler broadening coincidence spectroscopy was carried out using two Ge-\(\gamma\)-detectors with a channel width of 70.60 eV and an energy resolution of 0.9 keV. In each Doppler spectrum, about $5 \times 10^7$ coincident events during 5-6 days were collected. The intensity of the annihilation with high-momentum core electrons was characterized by the W parameter, defined as the relative intensity in the momentum range $(10-20) \times 10^{-3}$ m$_0$c, where $m_0$c is the electron rest energy. For a qualitative analysis, the CDB curves were always normalized to the data obtained in SI undoped GaAs used as reference.

### 3.5 Other methods

Except the methods of positron annihilation, several additional methods were applied for the characterization of the GaAs crystals investigated in this work:

**Photo- and cathodoluminescence (PL and CL) spectroscopy**

Both of these techniques are contactless, nondestructive methods of probing the electronic structure of materials. Their basic principle involves the excitation of electrons from their ground state in the valence band to the conduction band or to some excited state within the band-gap associated with the defect energy level. When these electrons return to their equilibrium states, the excess energy is released and may include the emission of light (a radiative process or luminescence) or may not (a nonradiative process). The excitation is performed either by high-energy photon (photoluminescence) or electrons (cathodoluminescence). The energy of the emitted light is related to the difference in energy levels between the two electron states involved in the transition. Thus, luminescence spectroscopy can provide important information about the energy level of the point defects present in the semiconductor. For further details see e.g. (Yacobi and Holt 1990).

**Measurements of the Hall Effect**

This is a well-known method for the determination of the type, concentration and mobility of the free charge carriers in semiconductors. By the temperature-dependent Hall-measurements (TDH), it is possible to find out the activation energy of the dominating donor (acceptor) defect (Blakemore 1962).
Secondary Ion and Glow Discharge Mass Spectrometry (SIMS and GDMS)

SIMS and GDMS are destructive techniques for the analysis of the chemical composition of the inorganic solids. In this work, SIMS and GDMS were applied to obtain the concentrations of impurity atoms in the GaAs crystals. The principle of these techniques involves the mass spectrometry analysis of the individual atoms obtained by means of sputtering the sample surface by a primary energetic ion beam (SIMS) by sputtering of the sample in low-pressure DC plasma. For further explanations see e.g. (Feldman and Mayer 1986).
4. Vacancy formation in n-type silicon-doped GaAs

4.1 Introduction

Silicon is a widely used element for doping of gallium arsenide. Like other atoms of group IV, Si can occupy both the anion (arsenic) and cation (gallium) lattice sites exhibiting acceptor and donor properties, respectively. Usually the crystals grown from Ga solution by LPE (liquid phase epitaxy) have a p-type conductivity (Hicks and Greene 1960), whereas the material fabricated by both the Czochralski and Bridgman technique possesses a n-type conductivity. Due to the compensation effect, the concentration of conducting electrons (holes) is lower than the number of silicon dopants. The compensation reduces the doping efficiency and is a subject of great technological interest.

The compensation phenomenon in n-type heavily doped GaAs:Si was especially intensively investigated. In earlier studies, the electrical deactivation of silicon donors (Si\text{Ga}+) was attributed exclusively to silicon acceptors (Si\text{As}-), which were forming due to the amphoteric incorporation of Si atoms into the GaAs crystal lattice (Whelan et al. 1960). This mechanism is known as the “autocompensation”. However, in the late 80s, the analysis of infrared local vibrational mode (LVM) absorption showed that the auto-compensation alone could not explain strong electrical deactivation of Si\text{Ga}-donors in heavily Si-doped GaAs epitaxial layers (Maguire et al. 1987). Some years later, this was confirmed by near-edge and extended x-ray-absorption fine structure techniques (NEXAFS and EXAFS), see e.g. Refs. (Schuppler et al. 1993, 1995). It was established that only about half of the losses of the electrical activity could be explained by auto-compensation and therefore some other compensating center had to be taken into account. A variety of the defects participating in the compensation was proposed: Si\text{As-Si\text{Ga}} dimers (Schuppler et al. 1995), Si clusters (Muto et al. 1992) and Si\text{Ga-V}_{\text{Ga}} (Maguire et al. 1987; McQuaid et al. 1992; Northrup and Zhang 1993; Newman 1994). The last of them, Si-\text{Ga-V}_{\text{Ga}} is of special interest, because the defect complexes of similar configuration were found to be responsible for the compensation in other n-type GaAs crystals, i.e. Te\text{As-V}_{\text{Ga}} (Williams 1968; Hurle 1977), Ge\text{Ga-V}_{\text{Ga}} (Hurle 1999) and S\text{As-V}_{\text{Ga}} (Williams 1968; Gutkin et al. 1995) in Te-, Ge- and S-doped GaAs. It was reasonable to suggest that the formation of donor-gallium vacancy complexes is a characteristic reaction of a GaAs crystal on n-type doping.
Although the first observations of $\text{Si}_{\text{Ga}}\text{V}_{\text{Ga}}$ complex formation date back to the 80’s, the strongest evidence of their existence have come from relatively recent scanning tunneling microscopy (STM) (Domke et al. 1996) and positron annihilation (PALS) (Laine et al. 1996, Gebauer et al. 1997) studies of highly Si-doped GaAs ($[\text{Si}] \approx 10^{19} \text{ cm}^{-3}$). The combination of these two methods has allowed to determine directly the defect microstructure (STM) and the absolute concentration (PALS). It was shown that the $\text{Si}_{\text{Ga}}\text{V}_{\text{Ga}}$ concentration increased dramatically (up to $10^{19} \text{ cm}^{-3}$) vs Si content and that increase was related to strong compensation at high doping levels. Thereafter, some simplified compensation models were developed, in which two types of acceptors, $\text{Si}_{\text{As}}$ and $\text{Si}_{\text{Ga}}\text{V}_{\text{Ga}}$, were taken into account (Birkmann et al. 2002). Those models explain satisfactorily the electrical deactivation at high ($>10^{18} \text{ cm}^{-3}$) Si concentrations (see the solid line in Fig. 4.1), whereas the defects formed for lower doping levels are less investigated. Another drawback of those compensation models is the widely used assumption that the compensation degree depends solely on Si content. In other words, the concentration of acceptors responsible for compensation is supposed to be a function of $[\text{Si}]$ only. This may be accepted just as a rough approximation.

The aim of this chapter is to give an overview of defects studies in GaAs crystals doped with silicon, the concentration of which varies over a wide range from $10^{17}$ cm$^{-3}$ up to $10^{19}$ cm$^{-3}$. Some already published results have been complemented with those obtained in this work. The chapter is organized as follows: in Section 4.2 the results of investigations of heavily doped GaAs:Si, in which the compensation due to $\text{Si}_{\text{Ga}}\text{V}_{\text{Ga}}$ complex dominates, are presented. In Section 4.3, it is shown that the compensation degree in a GaAs:Si wafer may be influenced by local dislocation density distribution. In Section 4.4, the origin of the defect that gives rise to the 1250 nm (0.95 eV) luminescence peak is discussed. It is demonstrated that this defect contributes to the vacancy signal detected by PALS in crystals with the silicon concentration of $[\text{Si}]<10^{18} \text{ cm}^{-3}$. The defect was not observed in previous studies of heavily doped GaAs:Si since high silicon concentration suppresses its formation.

![Fig. 4.1 Carrier concentration, $n$, versus thei concentration of silicon dopants, [Si], in GaAs:Si crystals grown with different techniques. The solid line represents a compensation model from Ref. (Birkmann et al. 2002)](image-url)
4.2 Heavily silicon doped GaAs

Gallium arsenide doped with silicon in the range of $10^{18} - 10^{19}$ cm$^{-3}$ was extensively investigated by various experimental techniques including the positron annihilation. Therefore, the results presented in this section do not really extent the state of knowledge about point defect formation in this material. They were included into this chapter in order to give a complete picture of point defects in GaAs:Si. In addition, investigations of highly doped GaAs:Si represent a starting point for further studies of less doped material providing reference annihilation parameters for the identification of the well-investigated Si$_{Ga}$V$_{Ga}$ centers.

4.2.1 Experimental

The investigated samples were prepared using VGF boron-encapsulated crystals grown in the Crystal Growth Laboratory of the Department of Materials Science at the University of Erlangen. Their specifications are presented in Table 4.1. The Si and free charge carrier concentrations were determined by SSMS (Spark Source Mass Spectrometry, Dr. Wiedemann, Frankfurt University) and by Hall effect measurements (Dr. B. Birkmann, Erlangen University). The concentration of boron was in the same order of magnitude as that of silicon.

<table>
<thead>
<tr>
<th>Si concentration, cm$^{-3}$</th>
<th>Density of free charge carriers, cm$^{-3}$</th>
<th>Mobility, cm$^{2}$/Vs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.61 \times 10^{18}$</td>
<td>$1.40 \times 10^{18}$</td>
<td>1994</td>
</tr>
<tr>
<td>$2.59 \times 10^{18}$</td>
<td>$2.07 \times 10^{18}$</td>
<td>1724</td>
</tr>
<tr>
<td>$3.55 \times 10^{18}$</td>
<td>$3.05 \times 10^{18}$</td>
<td>1506</td>
</tr>
<tr>
<td>$9.73 \times 10^{18}$</td>
<td>$2.82 \times 10^{18}$</td>
<td>1085</td>
</tr>
</tbody>
</table>

The samples were investigated by positron lifetime and coincidence Doppler-broadening spectroscopy. The measurement procedure is described in Section 3.4.

4.2.2 Defect identification by means of positron annihilation

Average positron lifetime $\tau_{av}$ versus temperature obtained for GaAs doped with silicon at different doses is presented in Fig. 4.2. The temperature dependences of $\tau_{av}$ are similar for all samples indicating the same defects configuration. The magnitude of $\tau_{av}$ increases with temperature and reaches some value of saturation at $T>300$ K that is distinctly higher than the bulk positron lifetime in GaAs, $\tau_{b} = 230$ ps (Gebauer et al. 2000). The increased average lifetime results from positron trapping into vacancy-like defects. The decomposition
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lifetime spectra by two components yielded the vacancy related lifetime $\tau_v = 262 \pm 5$ ps in all samples except the one with the highest Si content. For this sample, the vacancy concentration exceeded the PALS’s sensitivity limit leading to the saturated positron trapping, i.e. the annihilation of all positrons took place in the vacancy-defect. As a result of the saturated trapping, all high temperature spectra had a single component $\tau_v = \tau_{av}$.

The lifetime of 262 ps is a typical value for a monovacancy in GaAs. The result gives a certain reason to believe the difference of the $\tau_{av}$ values over the range of saturation (see Fig. 4.2) is due to the change of the concentration of the defects having the same configuration.

At low temperatures, $\tau_{av}$ is close to $\tau_b$ indicating predominant trapping of positrons by non-open volume defects. Such defects are known as positron shallow traps and are commonly attributed to ionized acceptor-like ions, which are able to trap positrons into their negative potential (Saarinen et al. 1989). Since there is no open volume associated with the ions, the positron lifetime $\tau_{st}$ related to them is equal $\tau_b$, $\tau_{st} = \tau_b = 230$ ps. Thus, the observed temperature behavior of $\tau_{av}$ can be thus explained by competitive positron trapping into two defect types – vacancies and shallow traps:

$$\tau_{av}(T) = (1 - \eta_{st}(T) - \eta_{d}(T))\tau_b + \eta_{st}(T)\tau_{st} + \eta_{v}(T)\tau_d,$$

where $\eta_{st}$ and $\eta_{v}$ are the fractions of positrons trapped by shallow trap and vacancy-like defects, respectively.

A similar temperature dependence of $\tau_{av}$ was observed by J. Gebauer et al. in other heavily Si-doped GaAs samples (Gebauer et al. 1997) investigated by PALS and STM spectroscopy. It was demonstrated rather conclusively that the two defects responsible for positron trapping were Si$_{Ga}$V$_{Ga}$ complexes and Si$_{As}$ acceptors. For the vacancy complex, nearly the same positron lifetime ($\tau_v = 262 \pm 2$ ps) as in the samples studied in this work was found. The similar $\tau_v$ as well as the qualitative agreement between the $\tau_{av}$

**Fig. 4.2**: Average positron lifetime as a function of measurement temperature in highly Si-doped VGF-grown GaAs. The concentrations of silicon dopants are indicated. The lines are to guide the eye.
Vacancy formation in n-type silicon-doped GaAs temperature dependences allows to make the assumption concerning similarity of the microstructure of the defects observed.

In addition, the sample with the highest vacancy concentration was investigated by coincidence Doppler broadening spectroscopy (CDBS). The high momentum part of the annihilation Doppler peak normalized to the data obtained for GaAs reference is shown in Fig. 4.3. Solid squares correspond to the data taken from Ref. (Gebauer et al. 1999), which were obtained for the GaAs:Si sample investigated by STM in Ref. (Gebauer et al. 1997). The momentum distributions of the annihilation radiation in both samples are practically identical. This supports the assumption made above concerning the similar origin of the vacancy defect observed in this study and in the works done earlier (Gebauer et al. 1997). Two types of the point defects detected by positrons in heavily doped GaAs:Si were identified as SiGaVGa complex and SiAs acceptor.

### 4.2.3 Model of the compensation mechanism

In this subsection, a simplified model of the compensation in GaAs:Si is discussed. The main goal of the model is to show that the formation of SiGaVGa complexes can qualitatively explain the strong electrical deactivation of silicon donors (Table 4.1), which can not be understood in terms of autocompensation due to SiAs acceptors alone.

Two major assumptions have to be made. Firstly, three types of point defects are taken into account: SiGa$^+$ as the dominating donor and SiAs$^-$, SiGaVGa$^{2-}$ as two acceptors. The charge state of the vacancy complex is given as the sum of the charges states of SiGa$^+$ and V$_{Ga}^{3-}$ (Tan et al. 1993; You et al. 1993). Other Si-related defects (e.g., SiGa-SiAs pairs and Si clusters) are known to become important for [Si] ≈ 3×10$^{18}$ cm$^{-3}$ (Suezawa et al. 1991) and can be neglected in the first approximation. Thus, the free carrier concentration can be evaluated as:

$$ n = [Si_{Ga}] - [Si_{As}] - 2[Si_{Ga}V_{Ga}] $$

(4.2)

The second assumption is that all silicon atoms are electrically active, i.e.:
The concentration of silicon atoms was determined by SIMS measurements (Table 4.1), \([\text{Si}_{GaV_{Ga}}]\) and \([\text{Si}_{As}]\) could be extracted from the results of positron annihilation. The vacancy concentrations were calculated according to the one-defect two-component trapping model (Section 3.1.2) using the lifetime spectra measured at 500 K. At this temperature, positron trapping by shallow traps can be neglected due to the temperature detrapping of positron captured into the shallow negative potential of acceptor ions (Eq. 3.16). The decomposition of the spectra was performed at the fixed value of the vacancy-related lifetime, \(\tau_{av} = 264\) ps. This lifetime corresponds to the maximum value of \(\tau_{av}\) for positron saturated trapping (Fig. 4.2). The trapping coefficient \(\mu_v\) was taken to be \(1.7 \times 10^{15}\) s\(^{-1}\) (Le Berre et al. 1995). After the vacancy concentrations were determined, the density of shallow traps could be obtained at 20 K using the three-state trapping model (Section 3.1.2). In this model, the positron annihilation at vacancy defects, negative ions and in the bulk is considered. According to the temperature dependence of the vacancy trapping coefficient (Puska and Nieminen 1994), the value of \(\mu_v(20\,\text{K}) = 1.5 \times 10^{16}\) s\(^{-1}\) was used. For the ions, \(\mu_i(20\,\text{K}) = (5 \pm 2) \times 10^{16}\) s\(^{-1}\) was taken (Saarinen et al. 1995; Gebauer et al. 1997). The values of concentration obtained by this procedure, \([\text{Si}_{GaV_{Ga}}]\) and \([\text{Si}_{As}]\), are plotted in Fig. 4.4. For the highest level of doping, only the lower limit of vacancies concentration could be obtained due to the saturation observed for positron trapping.

As the number of acceptors has been determined, the concentration of free charged carriers may be easily calculated from Eqs. (4.2) and (4.3):

\[
[\text{Si}_{GaV_{Ga}}] = [\text{Si}] - [\text{Si}_{As}] - [\text{Si}_{GaV_{Ga}}].
\]
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**Fig. 4.4:** (a) Concentration of acceptor-like defects (Si\(_{GaV_{Ga}}\) and Si\(_{As}\)) determined by positron annihilation lifetime spectroscopy as a function of Si concentration.

(b) Free electrons concentration directly measured (■) and calculated (○) within compensation model using acceptors concentrations shown in (a).
The calculated $n_{\text{calc}}$ and directly measured $n$ values of the carrier concentration are shown in Fig. 4.4 (b) as a function of [Si]. For the high values of [Si], both $n_{\text{calc}}$ and $n$ demonstrate a deviation from the linear increase. This indicates the enhancement of the compensation degree at high doping levels due to the rapid increase of the concentration of the acceptor-like $\text{SiGa}_x\text{V}_{1-x}$ complexes [see Fig. 4.4 (a)]. However, $n_{\text{calc}}$ is higher than $n$ obtained for the sample having the highest concentration of silicon. The discrepancy observed can be explained as follows. In this sample, the concentration of $\text{SiGa}_x\text{V}_{1-x}$ complexes was underestimated due to the saturated positron trapping mentioned above; so the concentration of silicon acceptors was also underestimated, since Eq. (3.18) used for its calculation contains the quantity $[\text{SiGa}_x\text{V}_{1-x}]$. Therefore, the concentrations of acceptors used in (4.4) were lower than the real ones and $n_{\text{calc}}$ hence higher than the real free electron density $n$ . The solid line in Fig. 4.4(b) represents a compensation model developed in Ref. (Birkmann et al. 2002), which is based on a similar approach under the following assumption made on the acceptors concentrations:

$$[\text{Si}_{1s}] = [\text{Si}] / 11,$$  \hspace{1cm} (4.5)

$$[\text{SiGa}_x\text{V}_{1-x}] = 2.3 \cdot 10^{16} \text{ cm}^{-3} \cdot (\sqrt{[\text{Si}]} / 10^{19} \text{ cm}^{-3})^{1.82}.$$  \hspace{1cm} (4.6)

The dependence (4.5) was deduced from results of LVM measurements (Hannig et al. 1999); (4.6) is just a power-law fit to the published STM (Gebauer et al. 1997) and PALS (Laine et al. 1996; Gebauer et al. 1997) data on $\text{SiGa}_x\text{V}_{1-x}$. The results obtained by these approximations are in good agreement with the magnitudes of the $[\text{Si}_{1s}]$ and $[\text{SiGa}_x\text{V}_{1-x}]$ concentrations under discussion in this thesis.

Summarizing the results, doping of GaAs by Si impurity results in the formation of acceptor-like $\text{SiGa}_x\text{V}_{1-x}$ complexes. The concentration of this complexes increases rapidly with the increasing doping level. The simplified compensation model based on direct measurements of the concentration $\text{SiGa}_x\text{V}_{1-x}$ by positron annihilation correctly describes the [Si]-n-relationship for the range of concentrations $[\text{Si}] < 10^{19}$ cm$^{-3}$ (Fig. 4.1 and Fig. 4.4). At higher doping levels, the model is not valid due to the formation of other defects (such as, e.g. Si-pairs and Si-clusters), which were not taken into consideration in the model. Moreover, the vacancy concentrations in GaAs doped with Si at doses higher $10^{19}$ cm$^{-3}$ exceed the sensitivity limit of positron annihilation and thus cannot be established.

### 4.3 Influence of dislocations on the lateral distribution of $\text{SiGa}_x\text{V}_{1-x}$ complexes in Si-doped VGF GaAs wafers

The compensation model of GaAs:Si described in the previous section allows us to outline the acceptors concentration as a function of silicon content only. This section dis-
discusses the influence of the dislocation density on the distribution of Si$_{Ga}$V$_{Ga}$ complexes. The interrelation between the concentration of Si$_{Ga}$V$_{Ga}$ defects and dislocation density was noted by Baeumler et al. in a recent photoluminescence study (Baeumler et al. 2002). They found a variation of a PL (photoluminescence) signal across a GaAs:Si wafer with non-homogeneous distribution of dislocations. The intensity of the 1100 nm peak attributed usually to Si$_{Ga}$V$_{Ga}$ complex anticorrelated with the concentration of dislocations. Since PL is a non-quantitative method, series of the samples cut out from the same wafer were studied in this work by means of positron annihilation. (Section 4.3.2). The results of more detailed investigations are presented in Section 4.3.3; in particular, it was shown that the dislocations may induce the variation of Si$_{Ga}$V$_{Ga}$ concentration resulting in the variation of compensation degree over GaAs:Si wafer.

4.3.1 Experimental details

Two wafers obtained from different VGF-grown GaAs:Si crystals were investigated. In the following, the wafers are referred as numbers #1 and 2.

Wafer #1 was investigated earlier by photoluminescence spectroscopy (PLS) and by laterally resolved photoluminescence topography (PLT) measurements (Baeumler et al. 2002). PLS and PLT were performed at 2 K using 514 nm Ar$^+$ laser illumination with 60 µm diameter spot size. The signal was dispersed with 1 m monochromator equipped with grating blazed at 2000 nm (band width 3 nm) and detected with the LN$_2$ cooled Ge detector.

PLT measurements on wafer #2 were performed at room temperature (RT) with 634 nm laser beam using Si-Detector sensitive over the range of 320 to 1100 nm wavelength. 2D-distribution of free charged carriers’ concentration was determined by infrared absorption (IRA) and Hall-Effect measurements at RT. For the IRA, 1064 nm laser was used. The distribution of dislocation density was determined by EPD (etch-pit density) topography measurements.

The silicon content was determined by SIMS (wafer #1) or AtES (Atom emission spectroscopy, wafer #2) and amounted to 1.5×10$^{18}$ cm$^{-3}$ and (1.3±0.1)×10$^{18}$ cm$^{-3}$ in wafers #1 and #2, respectively.

For PALS investigations, several pieces with the size of 5×5 mm were prepared from each wafer. The exact positions of the samples taken from wafers #1 an #2 are indicated in Fig. 4.7 and Fig. 4.10, respectively. The measurement procedure is given in Section 3.4
4.3.2 Correlation between photoluminescence and positron annihilation investigations of silicon doped VGF GaAs

A typical PL spectrum of VGF GaAs:Si contains four luminescence bands (Fig. 4.5, Table 4.2).

Table 4.2 - Assignment of photoluminescence lines in VGF GaAs:Si (Williams 1968; Tajima et al. 1994)

<table>
<thead>
<tr>
<th>Label</th>
<th>Wavelength (nm)</th>
<th>Energy (eV)</th>
<th>Transitions from conduction band and shallow donors (SiGa) to</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN</td>
<td>832</td>
<td>1.49</td>
<td>valence band and shallow acceptors (SiGa0 and BAs0)</td>
</tr>
<tr>
<td>e, BAs</td>
<td>922</td>
<td>1.34</td>
<td>BAs</td>
</tr>
<tr>
<td>Si-Y</td>
<td>1100</td>
<td>1.13</td>
<td>SiGaVGa, acceptor level</td>
</tr>
<tr>
<td>X</td>
<td>1250</td>
<td>0.99</td>
<td>Undefined deep center, X</td>
</tr>
</tbody>
</table>

The luminescence intensities of these bands were found to be dependent on the position of the measurement on the wafer. The intensities of Si-Y and X bands increase from the wafer’s center towards its edge whereas the intensities of BN and (e, BAs) bands were found to be higher at the center of the wafer (Fig. 4.5).

Full wafer topograms of wafer #1 shown in Fig. 4.6 present a more detailed pic-

![Photoluminescence spectra measured in VGF GaAs:Si wafer #1. Curves of different colors correspond to different measurement positions on the wafer as indicated schematically by the colored crosses. Intensities of the bands with wavelengths higher than 1050 nm are shown explicitly with 20× magnification. The spectra were not normalized. (From Ref. (Baeumler et al. 2002))](image-url)
ture of the lateral intensity variation of each luminescence line. The variations were not connected with the distribution of silicon dopants across the wafer, since the latter was constant as determined by SIMS. In contrast, etching experiments revealed non-homogeneous distribution of local dislocation density. It was found that the intensity of the shallow (832 nm and 922 nm) transitions correlates whereas its value for the deep transitions (1100 nm and 1250 nm) anticorrelates with the EPD patterns. Such intensity variation can be explained either with the concentration variation of transition centers itself or by the presence of some non-homogeneously distributed non-radiative recombination center (NRRC). Thus, the dislocations can act as NRRCs in GaAs (Hoering 2001). On the other hand, dislocations are known to change the stoichiometry in the surrounding volume (Weyher et al. 1992). The area around the dislocations may contain less gallium vacancies and thus less SiGaVGa resulting in a reduction of the 1100 nm photoluminescence peak. The problem can be resolved by direct measurement of the SiGaVGa distribution by positron annihilation measurements.

For PALS investigation, the central part of the wafer #1 was cut into 15 sample pairs as shown in Fig. 4.7. Average positron lifetime $\tau_{av}$ is presented in Fig. 4.8 as a function of measurement temperature. The dashed line indicates the positron lifetime in the bulk GaAs, $\tau_b$. The temperature behavior of $\tau_{av}$ is similar to the one observed in heavily

![Fig. 4.5: Photoluminescence topograms of wafer #1 measured for the four luminescence lines occurring in GaAs:Si (see Fig. 4.5). (From Ref. (Baeumler et al. 2002). The assignments of each PL-band are given in Table 4.2.)](image)
doped GaAs:Si investigated in the previous section. At high temperatures, $\tau_{av}$ is distinctly higher than $\tau_b$ due to positron trapping into vacancies. The decrease of $\tau_{av}$ towards low temperatures is evidence of the presence of positron shallow traps, i.e., as it is generally accepted, negatively charged ions. Silicon and boron acceptors are good candidates for these shallow trap defects. The decomposition of the lifetime spectra has revealed the presence of a vacancy-like defect with positron lifetime close to 260 ps. It is in good agreement with the value of 262 ps found for SiGaVGa (Section 4.2). By using the analogy with the heavily doped GaAs:Si, the vacancy defect observed in wafer #1 was also identified as silicon donor-gallium vacancy complex; the shallow positron traps were attributed to silicon and boron acceptors.

At this point, it is worth to draw the reader’s attention to the small hysteresis of $\tau_{av}$, observed for the sample pairs 1-2 and 29-30 at high temperature region (Fig. 4.8). Obviously, some vacancy-like defects were annealed during the measurement at 500 K. This cannot be the SiGaVGa complex, since SiGaVGa was found to be thermally stable up to 500 K (see Section 4.2, Fig. 4.2). Since the decomposition of the lifetime spectra into more than two components (i.e. more than one defect) was impossible, the positron lifetime related to the annealed defects should be in the order of that one for the monovacancy. The average positron lifetime measured in other samples did not demonstrate such hysteresis behavior indicating the positron trapping into the one type of defect only. Possibly, the concentration of the second defect in those samples was under the sensitivity limit of positron annihilation. The PL topogram recorded at the 1250 nm PL line shows the maximum of the luminescence intensity at the edges and minimum in the middle of the wafer [Fig. 4.6 (d)]. Since sample pairs 1-2 and 29-30 correspond to the wafer edges (Fig. 4.7), it is reasonable to suggest that the unknown defect gives rise to the 1250 nm photoluminescence peak. The origin of this peak is currently unknown (X-defect in Table 4.2). A more detailed discussion on this question is given in Section 4.4. At this stage, it should be noted that the X-center is a vacancy-like defect and its concentration in most of

---

**Fig. 4.7:** Photoluminescence topogram image of wafer #1 recorded at the luminescence line of 1100 nm. Exact positions of the sample pairs taken for PALS measurements are indicated. The area of each single sample equaled 5×5 mm.
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The samples is too low to be detected by positrons. The concentration of the Si$_{Ga}$V$_{Ga}$ complexes in each sample could be estimated from the lifetime data, as described in Section 4.2.3. For the samples 1-2 and 29-30, the vacancy concentration was determined after annealing of the X-defect. The obtained concentrations are plotted versus sample position in Fig. 4.9(a). As can be seen, the distribution of the vacancy complex is not constant, but reveals a minimum in the middle of the wafer replicating the intensity variation of the 1100 nm photoluminescence peak [fig. 4.9(b)]. The calculations of the concentrations of positron shallow trap performed by the three-state positron trapping model at 20 K yielded unrealistically large numbers (up to $10^{18}$ cm$^{-3}$) of the negative ions. Most probably, this is due to relatively low Si$_{Ga}$V$_{Ga}$ concentrations, at which the application of the three-state model is not possible.

Thus, we can conclude that the observed contrast of the 1100 nm (and, probably, of the 1250 nm) luminescence is caused by a non-uniform distribution of the deep centers, Si$_{Ga}$V$_{Ga}$ and the X-defect. The inverted contrast of the shallow transitions [Fig. 4.6 (a)]
Vacancy formation in n-type silicon-doped GaAs and b)] can be explained as a result of recombination competition, whence 832 nm and 922 nm intensity variations were caused indirectly by the variation of the deep centers concentration described above (Baeumler et al. 2002).

4.3.3 Lateral variation of the compensation degree in VGF GaAs:Si

This subsection continues the discussion on the influence of local dislocation density on the point defects formation in silicon doped VGF GaAs.

The combined photoluminescence and positron annihilation investigations (previous section) have rather clearly demonstrated the anticorrelation of the dislocation density and SiGaVGa complexes distributions. However, these methods have not answered the question, whether the concentration of other point defects (SiGa and SiAs) and thus the compensation degree is also influenced by dislocations. This problem has been touched in this work by a systematic investigation of a VGF GaAs wafer (#2) with the help of SIMS, PALS, CDBS, IR absorption and electrical measurements (Bondarenko et al. to be published).

The EPD-topogram of wafers #2 (Fig. 4.10) revealed large variations of the local dislocation density in both wafers. The IR absorption measurements have shown a variation of the free electron concentration that replicated the EPD contrast (Fig. 4.11). In order to explain such correlation between \( n \) and EPD, two possible scenarios have been considered. Firstly, the increase of \( n \) may be merely due to non-homogeneous dopant (Si) distribution. The dislocation-rich regions thus have to have higher Si concentration than the rest of the wafer. The second scenario suggests lateral variation of the degree of compensation caused by dislocations-induced changes in concentration of electrically active point defects, i.e. SiGa, SiAs and SiGaVGa (Section 4.2).

The first hypothesis has been examined by direct measurements of Si content; atom emission spectroscopy (AtES) has been applied. The analyzed samples were prepared from wafers as shown by white squares in Fig. 4.10. Silicon concentration was

![Fig. 4.7: Dislocation density distribution in wafer #2 obtained by EPD measurements. White squares denote the positions, from which the samples for PALS and AtES investigations were taken.](image-url)
found to be constant in all samples and equaled $(1.3\pm0.1)\times10^{18}$ cm$^{-3}$. Thus, the dislocation density does not influence the Si distribution and, therefore, the first scenario must be rejected. Consequently, the observed variation of $n$ is due to different compensation ratios in dislocation-rich and dislocation-free regions. In order to give a quantitative interpretation of this discrepancy, one should identify the type of each defect participating in compensation as well as to evaluate their concentrations. As was shown in Section 4.2, for heavily-doped GaAs:Si these are single silicon donors, Si$_{Ga}$ and two acceptors, Si$_{As}$ and Si$_{Ga}$V$_{Ga}$.

Firstly, the type and concentration of the vacancy-complexes were determined by positron annihilation. Results of the lifetime measurements in the samples taken from wafer #2 are shown in Fig. 4.12. The vacancy-related defect, to be observed as the increase of $\tau_{av}$ over the bulk value ($\tau_b = 230$ ps), has a positron lifetime $\tau_v$ close to 260 ps in all samples. This value is similar to $\tau_v = 262\pm5$ ps found for Si$_{Ga}$V$_{Ga}$ complexes (see Sections 4.2.2 and Ref. (Gebauer et al. 1997)). Also, the temperature dependence of $\tau_{av}$ is in good agreement with one observed in heavily doped GaAs:Si (Fig. 4.2). Therefore, the vacancies have also been identified as the Si$_{Ga}$-donor-V$_{Ga}$-vacancy complexes. The strong decrease of $\tau_{av}$ at low temperatures is due to the positron trapping by the Si$_{As}$ acceptors acting as positron shallow traps with the positron lifetime close to $\tau_b$.

The concentration of the vacancy complexes has been calculated according to the two-state one-defect trapping model using the lifetime data obtained at 300 K (Table 4.3). Similar to the results discussed in the previous section, the concentration of Si$_{Ga}$V$_{Ga}$ defects decreases with the increase of the dislocation density (Fig. 4.12). Bearing in mind the homogeneous distribution of the silicon dopants, the local reduction of Si$_{Ga}$V$_{Ga}$ concentration can explain the enhancement of free electron density observed in the dislocation-reach regions. However, this suggestion is valid only if the number of silicon donors

\* Note: this observation is in agreement with constant silicon distribution found in wafer #1, Sec.4.3.2.
Vacancy formation in n-type silicon-doped GaAs and acceptors is constant across the wafer. It can be proved in the framework of the compensation model described in Section 4.2.3. Once the concentrations of free electrons, silicon and vacancy complexes are known, the concentrations of the silicon donors and acceptors can be calculated using the following linear system of equations:

\[
\begin{align*}
[Si] &= [Si_{Ga}] + [Si_{As}] + [Si_{Ga}V_{Ga}] \\
n &= [Si_{Ga}] - [Si_{As}] - 2[Si_{Ga}V_{Ga}]
\end{align*}
\]  
(4.7)

The results of calculations and direct measurements are summarized in Table 4.3 and presented in Fig. 4.13. Si$_{Ga}$ and Si$_{As}$ concentrations are practically independent of dislocation density, whereas the formation of Si$_{Ga}V_{Ga}$ is found to be strongly suppressed by high concentration of dislocations.

**Table 4.3 – Summary of directly measured and calculated data for VGF GaAs:Si samples with different dislocation density (wafer #2).**

<table>
<thead>
<tr>
<th>EPD (cm$^{-2}$)</th>
<th>n (cm$^{-3}$)</th>
<th>[Si] (cm$^{-3}$)</th>
<th>[Si$<em>{Ga}V</em>{Ga}$] (cm$^{-3}$)</th>
<th>[Si$_{As}$] (cm$^{-3}$)</th>
<th>[Si$_{Ga}$] (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>measured</td>
<td>measured</td>
<td>measured</td>
<td>measured</td>
<td>calculated</td>
<td>calculated</td>
</tr>
<tr>
<td>0</td>
<td>8.77$x$10$^{17}$</td>
<td>1.3$x$10$^{16}$</td>
<td>5.7$x$10$^{16}$</td>
<td>1.26$x$10$^{17}$</td>
<td>1.12$x$10$^{18}$</td>
</tr>
<tr>
<td>665</td>
<td>1$x$10$^{18}$</td>
<td>1.3$x$10$^{16}$</td>
<td>3.1$x$10$^{16}$</td>
<td>1.0$x$10$^{17}$</td>
<td>1.17$x$10$^{18}$</td>
</tr>
<tr>
<td>2550</td>
<td>1.02$x$10$^{18}$</td>
<td>1.3$x$10$^{16}$</td>
<td>1.5$x$10$^{16}$</td>
<td>1.18$x$10$^{17}$</td>
<td>1.17$x$10$^{18}$</td>
</tr>
</tbody>
</table>

In summary, the correlation between local electrical properties and the dislocation density distribution was observed in silicon doped VGF GaAs wafers. It was shown that the correlation was not imposed by non-uniform distribution of silicon atoms, but related to the lateral variation of the degree of compensation. The latter is due to the suppression of formation of acceptor-like Si$_{Ga}V_{Ga}$ complexes by the high dislocation density. The concentration of Si$_{Ga}V_{Ga}$ complexes in dislocation-rich regions was reduced by 70% in...
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comparison with the dislocations-free samples. In contrast to this, the incorporation of silicon as SiGa-donors or SiAs-acceptors was not affected much by dislocations.

4.4 Identification of the 0.95 eV luminescence band in VGF GaAs:Si

The discussion on point defects in silicon doped GaAs would be incomplete without a mention of the defect, which gives rise to 1250 nm (0.95 eV) luminescence band (Table 4.2). Though the occurrence of this band in n-type GaAs (e.g. in GaAs:Si, GaAs:Te or GaAs:S) has been known for a long time (Suezawa et al. 1994; Reshchikov et al. 1995; Toba et al. 1995), the attempts to attribute it to a certain defect are still controversial. A variety of defect types were proposed, e.g. acceptor-like ions (Toba et al. 1995), a VAsSi-GaVGa complex (Reshchikov et al. 1995) or SiGa-SiAs pairs (Suezawa et al. 1994). However, neither of these defects was found to be consistent with the results of cathodoluminescence and positron annihilation investigations presented in this section. Instead, the set of possible candidates responsible for the illumination at 1250 nm is enriched by an additional defect type, the gallium vacancy.

4.4.1 Experimental

Two sets of samples have been investigated by the positron annihilation and cathodoluminescence spectroscopy. The first set corresponded to the one prepared from the VGF GaAs:Si wafer #1 (Section 4.3.1). Six samples of the second set have also been cut from a VGF GaAs:Si wafer. In order to avoid confusions, this wafer is referred in the following as wafer #3 keeping the general wafers numerating order of this chapter. In comparison to wafer #1 ([Si] = 1.5×10^{18} cm^{-3}, n = 7.8×10^{17} cm^{-3}), wafer #3 had lower concentration of...
silicon dopants \( (n = 1 \times 10^{17} \text{ cm}^{-3}) \). However, exact Si-content in wafer #3 was not measured.

The cathodoluminescence spectroscopy was performed with a JSM 6400 scanning electron microscope (SEM) equipped with an Oxford monochromatic system. The range of temperatures from 20 K to 100 K was investigated. 20 keV electron beam was selected to excite the sample. A germanium (Ge) detector was used for collecting the corresponding CL spectra.

PALS measurements were performed according to the procedure described in section 3.4. The time resolution of the spectrometer was 240 ps.

Coincidence Doppler broadening spectroscopy (CDBS) was performed at 400 K and 200 K for the samples cut from wafer #1 and #3, respectively. The piece of undoped semi-insulating GaAs was taken as the material of reference and measured at room temperature. About \( 6 \times 10^7 \) annihilation events were accumulated in each spectrum.

### 4.4.2 Cathodoluminescence spectroscopy

Fig. 4.14 represents the cathodoluminescence spectra measured in samples taken from wafers #1 and #4. Four luminescence bands denoted as A-D are assigned as given in Table 4.2. The origin of the defect responsible for the band D is unknown. For the sake of convenience, it will be further referred as X. The intensity of the band D is much higher in wafer #4 than in #1. In contrast, the band C related to Si\(_{Ga}\)V\(_{Ga}\) complex is much

![Fig. 4.14: Cathodoluminescence spectroscopy measurements on (a) wafer #4 and (b) wafer #1. Sample 2 was taken for investigation of wafer #1. CL spectroscopy was performed after PALS measurements. (From Lei et al. 2003)](image-url)
Vacancy formation in n-type silicon-doped GaAs is stronger in wafer #1. The intensity differences are due to the different concentrations of the corresponding defects (Yacobi and Holt 1990).

For the wafer #3, the luminescence bands C and D were measured in temperature interval from 20 K to 100 K. Their CL intensities vs temperature are shown in Fig. 4.15. Both intensities are characterized by the exponential decay:

\[ I = I_0 \left[ 1 + C \cdot \exp \left( -\Delta E / k_B T \right) \right]^{-1}, \]  

(4.8)

where \( C \) is a temperature-independent constant; \( k_B \) is Boltzmann constant and \( T \) is temperature; \( \Delta E \) is an activation energy for thermal quenching processes introduced within the framework of configurational-coordinate (CC) model (for the model description see Ref. (Williams and Mackintosh 1968)). The model assumes that the light emission occurs by transition of the electron from the excited state associated with the donor atom to the ground state of the acceptor-like gallium vacancy. (Shionoya 1966). The \( \Delta E \) is related to the position of the donor level in the band gap (Williams and Mackintosh 1968).

The value of \( \Delta E \) can be determined by the analysis of the luminescence intensity as a function of temperature. A least-squares fitting according to Eq. (4.8) yielded the same \( \Delta E = 22 \text{ meV} \) for both luminescence bands. This value is in good agreement with \( \Delta E = 19 \pm 2 \text{ meV} \) found for SiGaV\(_{Ga}\) complex in heavily silicon-doped GaAs (Sauncy et al. 1996). Similar \( \Delta E \) implies the same position of the upper excited energy state for each recombination center, \( \approx 20 \text{ meV} \) below the conduction band. The lower level of SiGaV\(_{Ga}\) complex is known to be at about 0.3 eV above the valence band (Sauncy et al. 1996). Since the emission energy of the X defect (0.95 eV) is smaller than that for SiGaV\(_{Ga}\) (1.2 eV), its ground state must be at \( \approx 0.5 \text{ eV} \) above the valence band.

**Fig. 4.15:** Integral CL intensity of the luminescence bands C and D (see Fig. 4.14) as a function of temperature obtained in wafer #3. Intensity was normalized to the one at 20 K. Solid lines represent a fit according to Eq. 4.8.
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4.4.3 Defect identification by positron annihilation

The results of positron annihilation lifetime measurements are sufficiently different for wafers #1 and #3 (Fig. 4.8 and Fig. 4.16). The average positron lifetime $\tau_{av}$ increases continuously with increasing temperature in wafer #1, whereas the pronounced maximum at 200 K followed by a considerable decrease of $\tau_{av}$ is observed in wafer #4. Such large discrepancy of the $\tau_{av}$ temperature behavior points to a different nature of positron annihilation centers in both wafers. However, their vacancy-related lifetimes provided by one-defect spectra decomposition were found to be similar, $\tau_v = 260\pm5$ ps, the typical value for a monovacancy in GaAs. The vacancy-like defect in wafer #1 was previously identified as the Si$_{Ga}$V$_{Ga}$ complex (Section 4.2.2). The configuration of the vacancy-like defect in wafer #3 is currently unknown. It is reasonable to attribute the origin of this defect to the X-center that is responsible for the 0.95 eV luminescence band. Let us consider some aspects supporting this point.

First of all, the detailed investigation of the $\tau_{av}$ hysteresis observed in samples 1-2 and 29-30 of wafer #1 (Fig. 4.8) has lead to the conclusion that some vacancy-like defects were annealed during the measurements at 400-500 K. As has already been noted in Section 4.3.2, this temperature is not high enough to cause the annealing of Si$_{Ga}$V$_{Ga}$ complexes. Hence, some other type of defects must be present. Since $\tau_{av}$ measured in other samples did not demonstrate such hysteresis, concentration of this defect must be higher at the wafers edge and too low to be detected with positrons in the middle of the wafer. Such lateral distribution is in agreement with the intensity variation of the 1250 nm (0.95 eV) photoluminescence line [Fig. 4.6 (d)]. As a check, one more pair of samples was cut from the edge of wafer #1 (samples 31-32, Fig. 4.7) and measured at temperatures from 300 K to 600 K. The expected hysteresis was indeed observed (Fig. 4.17). Thereafter the sample 2 (sample pair 1-2, wafer #1) was measured with cathodoluminescence at 75 K. As Fig. 4.14 (b) shows, the 0.95 eV CL peak disappeared. Thus, the assignment of the X-
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defect responsible for 0.95 eV CL band to the unidentified vacancy-like defect observed
with positron annihilation is justified.

As the next step, coincidence Doppler broadening (CDBS) measurements were
performed in order to get additional information on electron momentum distribution at
detected vacancies. Actually, the annihilation with core electrons, which are atom spe-
cific, is of interest here. In the case of a vacancy neighbored by some impurity or dopant
atom (e.g., Te$_{As}$V$_{Ga}$ complex in GaAs:Te), the annihilation momentum distribution at va-
cancy-complex will differ from that of a single vacancy due to annihilation of positrons
with core electrons of a foreign atom (Gebauer et al. 1999). Moreover, gallium and arse-
nic vacancies can be in principle differentiated with CDBS, since the core electron mo-
mmentum distribution for As atoms surrounding V$_{Ga}$ is different from that for Ga atoms,
which are in the direct vicinity of V$_{As}$ (Gebauer et al. 2001). Results of CDBS measure-
ments revealed the same shape of annihilation momentum distribution for both wafers

\[ \begin{align*}
\text{Fig. 4.10: The hysteresis of the average positron lifetime observed by tempera-ture-dependent PALS-measurements performed on the sample pair 31-32 of GaAs:Si wafer \#3. Samples position is shown in Fig. 4.7 The arrows indicate the order in which the measurements were performed.}
\end{align*} \]

\[ \begin{align*}
\text{Fig. 4.18: Momentum distribution of the annihilation radiation obtained in the samples of wafers \#1 and \#3. The measurement temperature corresponded to the maximum trapping rate, i.e. to the longest } \tau_{av} \text{ (see Fig. 4.8 and Fig. 4.16).}
\end{align*} \]
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(Fig. 4.18). This means the vacancy-like defects in wafer #1 (SiGaVGa) and in #3 (X-defect) belong to the same sublattice. Thus the X-defect must contain a gallium vacancy.

Summarizing the results of positron annihilation, photo- and cathodoluminescence spectroscopy, the following observations on the X-defect may be made: X represents a monovacancy-like defect that is mobile at 400-500 K. The electron momentum distribution at X is similar to that one measured for SiGaVGa complex. Thus, X must be related to a gallium vacancy. However, \( \tau_{av} \) demonstrates a quite different temperature dependence of positron trapping into X than into SiGaVGa complex pointing to a different charge state of these defects. According to CL and PL measurements, the energy level of X lies approximately at 0.5 eV above the valence band; this is in good agreement with the ionization level provided by some calculations for triply negative V\(_{Ga}\) (Fig. 2.5). Formation of X is suppressed with increasing silicon concentration. Previously, X was always ascribed to some complex involving a donor-atom. However, in this work the same CL band was found in initially-undoped As-rich p-type GaAs (Section Fehler! Verweisquelle konnte nicht gefunden werden., Fig. 6.7), which has low concentration of donor atoms. A monovacancy-like defect was found also in that material. Since the undoped GaAs was As-rich, the origin of the defect was attributed to the gallium vacancy. This is in agreement with the interpretation of the results discussed above. Thus, the X-defect relates to V\(_{Ga}\) and is not necessarily connected to a SiGa-donor. Taking into account that X was found also in p-type GaAs and bearing in mind it is mobile already at 500 K, it is reasonable to suggest that X does not belong to a donor-V\(_{Ga}\) complex but represents an isolated gallium vacancy.

4.5 Discussion: defects formation in VGF GaAs:Si

On the basis of the results of positron annihilation, photo- and cathodoluminescence spectroscopy the following mechanism of defect formation in silicon-doped GaAs is proposed. Since the growth takes place under As-rich conditions (Section 2), a large number of gallium vacancies V\(_{Ga}\) is present in the crystal. These vacancies can exist in different charge states: neutral, -e, -2e or -3e. According to theoretical calculations of Tan et al. (Ref. (Tan et al. 1993)) triply-negatively-charged V\(_{Ga}\) dominate over the other charge states (Fig. 2.3). In an intrinsic, i.e. undoped, crystal the vacancy concentration decreases with decreasing temperature during cooling down the crystal. In the case of a doped crystal, the concentration of charged vacancies depends on the charge carrier concentration or on the position of the Fermi level, which is the so-called Fermi-level effect (Section 2.3). The equilibrium V\(_{Ga}\) concentration increases as \( n \) increases in n-type GaAs. Moreover, Tan et. al. showed that due to the Fermi-level effect the concentration of V\(_{Ga}^{-3}\) is either independent of temperature or even shows a small negative temperature dependence. That is, as the temperature is lowered, the [V\(_{Ga}^{-3}\)] is either unchanged or increases (Fig. 2.3).
Thus, Si doping increases the solubility of $V_{Ga}^{3-}$ at the growth temperature. At high doping levels ([Si] > $10^{18}$ cm$^{-3}$) gallium vacancies form $Si_{Ga}V_{Ga}$ acceptor complexes due to Coulomb attraction of $Si_{Ga}^{+}$-donors and $V_{Ga}^{3-}$-acceptors. These complexes give rise to the 1100 nm luminescence band. At moderate level of doping, not all gallium vacancies are able to find a $Si_{Ga}$ neighbor. It does not necessary mean that the vacancy concentration is higher than that of Si. Most probably, the density of Si donors is not high enough for a negative vacancy to feel the positive charge of a $Si_{Ga}$-donor. According to the Fermi-level effect, $V_{Ga}^{3-}$ remains stable also after cooling down of the crystal. The monovacancies are seen as 1300 nm luminescence band in wafers #1 and #4. If the concentration of Si dopants is further decreased, the number of monovacancies will dominate over that of $Si_{Ga}V_{Ga}$ complexes. This results in a higher intensity of the 1300 nm luminescence band in comparison with the 1100 nm band in wafer #3.

The main argument against the interpretation given above consists in the commonly accepted fact that isolated Ga vacancies are not stable at temperatures above room temperature. Hautojärvi et al. observed annealing of monovacancy-type defects, which had been introduced by low-temperature electron irradiation, at 400 K. In the samples investigated in this study, vacancy-like defects have been found to be stable up to 500 K (the highest measurement temperature). However, the vacancies observed by Hautojärvi et al. had been created at low temperatures and hence were not in thermodynamic equilibrium. Therefore, there was a “thermodynamic driving force” tending to move the crystal into the equilibrium state by eliminating of excess vacancies. In contrast, the vacancies in the as-grown crystal studied here had been formed at high temperature and remained after the cooling down the crystal, because their presence is energetically favorable, as explained above.
5. Vacancy formation in semi-insulating and silicon-doped GaAs under equilibrium conditions

5.1 Experimental

At temperatures lower than 1240° C (melting-point), the GaAs system consists of two phases – solid and gas – and has according to Gibbs’ phase rule two degrees of freedom. In other words, it is necessary to fix two independent parameters, in order to adjust certain equilibrium state of the samples. The most convenient way is to choose sample temperature and the ambient gas pressure. At elevated temperatures, the gas phase consists predominantly of the arsenic tetramer $\text{As}_4$ and the partial vapor pressure of gallium can be neglected (Arthur 1967). The defect concentrations at equilibrium will then be a function of the sample temperature and the arsenic ambient vapor pressure. Holding the sample temperature fixed and varying the arsenic pressure, one can change the chemical composition of the crystal. This makes it possible to investigate the formation of point defects as a function of crystal stoichiometry. However, direct measurements of defect concentrations at the high temperatures necessary for their formation are difficult. Therefore, one often tries to “freeze” the high-temperature defect configuration by quenching of an investigated crystal from high to low (room) temperatures. This method was also used in this work.

The studied samples were cut from the semi-insulating undoped and silicon doped LEC grown GaAs wafers ($5 \times 5 \times 0.5$ mm). The wafers were supplied by FCM (Freiberger Compound Materials GmbH). The resistivity of undoped material was about $10^6 – 10^7 \, \Omega \cdot \text{cm}$. The concentrations of Si and free electrons in GaAs:Si were equal to $1,2 \times 10^{19} \, \text{cm}^{-3}$ and $5 \times 10^{18} \, \text{cm}^{-3}$ respectively. For the annealing, two identical samples with

![Fig. 5.1: Temperature profile of the two-zone furnace used for the annealing of GaAs samples under different As pressures. Positions of the samples and As-source are shown by vertical lines.](image)
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A piece of metallic arsenic were sealed in the quartz ampoule and placed into a two-zone temperature furnace, as Fig. 5.1 shows. The arsenic vapor pressure is determined by the temperature at the coldest part of the ampoule and corresponds thus to the temperature of the metallic arsenic ($T_{As}$ in Fig. 5.1) (Kröger 1964) providing the arsenic quantity is high enough to prevent its complete sublimation. The samples temperature was 1100°C for each annealing, whereas the temperature of As-source was varied over the range of 550°C – 740°C. Corresponding arsenic pressure values were determined with the help of the $p_{As}(T)$ dependence taken from Ref. (Gokcen 1989) (Fig. 5.2).

Since semi-insulating GaAs material was investigated, the purity of the annealing experiments was of special importance. The introduction of an electrically active impurity in concentration of 0.1 ppm ($10^{15}$ cm$^{-3}$) changes immediately the conductivity type of GaAs from semi-insulating to semi-conducting by jump-like transition of the Fermi-level position, which in turn affects the formation of point defects (Tan et al. 1993; Hurle 1999). Copper is known as an often occurring impurity in the annealing experiments due to its ubiquity and high diffusive coefficient. In this connection, the high purity copper-free quartz ampoules HSQ300 (Heraeus Quarzglas GMBH&Co) have been used. The ampoules have been etched for 2 hours in nitrohydrochloric acid (3HCl:1HNO$_3$), rinsed three times with distilled water and two times with ethanol whereupon dried in air for 24 hours. The samples were etched in 2% of bromine methanol solution and bathed in methanol just before and after annealing. The etching time was about 5 min, which corresponded to the removing of $\approx$ 40 $\mu$m of the surface layer. Two identical samples with the piece of pure As (99,999%) were placed in the quartz ampoules, which were filled three times with argon and then they were sealed under a pressure of $10^{-3}$ Torr using a conventional gas-burner.

![Fig. 5.2: Vapor pressure of metallic As versus temperature (from Ref. (Gokcen 1989)). The sharp bend of the curve corresponds to the melting point of arsenic (817°C).](image-url)
However, despite all the precautions a sample contamination with copper in the order of $10^{16}$ atoms/cm$^3$ occurred usually during the annealing (Section 5.3.2). Most probably, the source of copper atoms was the brass head of the gas-burner. Moreover, about $10^{15}$ copper atoms/cm$^2$ can be adsorbed from alcohol used for the sample and ampoule cleaning (Hall and Racette 1964). In order to reduce the level of contamination, a new sample preparation procedure was developed. A different burner with a head made of quartz glass (Herbert Arnold GmbH) was used. Only high-purity distilled water and no ethanol was used in the ampoule cleaning procedure. The Si GaAs samples were prepared and packed under “clean-room” conditions at FCM. Immediately after unpacking, they were sealed in the ampoules and annealed. As a result, the copper contamination was indeed reduced and amounted to $10^{14}$ atom/cm$^3$. This had a great influence on the quality of the experimental data and has helped significantly in the interpretation of the results. (Section 5.3.3)

### 5.2 Defects detected by PALS in annealed GaAs

#### 5.2.1 Si-doped GaAs

Average positron lifetime curves versus measurement temperature for silicon doped GaAs in the as-grown state and after annealing under different As-pressures are presented in Fig. 5.3. The temperature dependent behavior of the average positron lifetime in as-grown and annealed samples is similar to that observed for GaAs:Si material studied in Section 4. At high temperatures, it is distinctly larger than that of bulk GaAs due to positron trapping into vacancy type defects. The decrease of the average positron lifetime with decreasing temperature is related to the positron trapping at negative ions that act as shallow positron traps at low temperatures having positron lifetime close to bulk value $\tau_b=230$ ps (Saarinen et al. 1989). This means that at low temperatures, positrons are trapped by two kinds of defects, namely by vacancies and negative ions, whereas at high...
vacancies are related to Ga-vacancy–SiGa-donor complexes (SiGa\(_{\text{VGa}}\)) with a defect-related lifetime of \(\tau_v = 262\pm5\) ps (Gebauer et al. 1997). A similar \(\tau_{\text{vac}}\) was found in both as-grown and annealed samples. On this basis, vacancy defects in annealed GaAs:Si have been attributed to V\(_{\text{Ga}}\)-SiGa defect complexes, too. The negative ions observed at low temperatures correspond to silicon acceptors mentioned above and probably to the acceptor-type impurities (C\(_{\text{As}}\), Cu\(_{\text{Ga}}\)) that might be unintentionally introduced during sample handling.

### 5.2.2 Undoped semi-insulating GaAs

No vacancy defects were observed in as-grown semi-insulating GaAs (Fig. 5.4). The average positron lifetime \(\tau_{\text{av}}\) was close to \(\tau_b\) at all temperatures of measurement. This observation itself represents an important result. In earlier positron annihilation studies of undoped SI GaAs, there were always some vacancy-like defects found (Saarinen et al. 1993; Chen et al. 1996; Kuisma et al. 1996). In the annealed samples, \(\tau_{\text{av}}\) is strongly enhanced indicating positron trapping at vacancies. A defect-related lifetime of 293\(\pm10\) ps was found. This value is distinctly larger than that for V\(_{\text{Ga}}\)-SiGa complex in GaAs:Si indicating a larger open volume of the vacancy, but still below the value calculated for a divacancy in GaAs (e.g., 332 ps in Ref. (Gebauer et al. 1999)). Thus, the observed vacancies should also be monovacancies. The decrease of the average positron lifetime toward low temperatures is due to the positron trapping at negative ions. The origin of the negative ions was attributed to the copper double acceptors, \(\text{Cu}_{\text{Ga}}^{2-}\), as it is discussed in Section

![Fig. 5.4: (a) Average and (b) defect-related positron lifetime versus temperature obtained in undoped semi-insulating GaAs annealed at different arsenic pressures, \(p_{\text{As}}\). The not annealed material is denoted as reference. Lines are to guide the eye only.](image)
5.3.2. In contrast to the Si-doped GaAs (Fig. 5.3), the average positron lifetime in the annealed undoped GaAs decreases with the increasing arsenic vapor pressure during annealing. The maximal $\tau_{av}$ was observed after the annealing at 0.2 bar (Fig. 5.4), whereas GaAs:Si annealed at this pressure reveals almost no positron trapping. Since the average positron lifetime determines the magnitude of the positron trapping rate (Eq. 3.6) and thus the concentration of the vacancy-like defects (Eq. 3.4), the pressure dependence of $\tau_{av}$ reflects a relation between the concentration of the vacancy defects at 1100° C and the arsenic vapor pressure. The enhancement of the vacancy concentration towards higher arsenic pressures in n-type GaAs had also been observed in previous positron annihilation studies (Gebauer 2000; Gebauer et al. 2003) and attributed to the formation of complexes containing gallium vacancies. This is consistent with the results obtained in this work for the annealed GaAs:Si. The reduction of the vacancy concentration by an increase of the arsenic pressure observed in SI GaAs represents an important result that was not reported before. Therefore, the following discussion concentrates mostly on the defects observed in the annealed SI GaAs.

5.2.3 Reproducibility of results for annealed SI GaAs

While the results of positron annihilation measurements in annealed GaAs:Si were found to be in good accordance with the previous annealing studies of n-type GaAs (Gebauer 2000) and hence may be considered as well-reproducible, the pressure dependence of the vacancy-related signal observed in semi-insulating GaAs should be subjected, as a qualitatively new result, to a reproducibility test. During the two year investigation of SI GaAs, several sample series were prepared and annealed under similar conditions. Subsequently, the temperature dependent positron annihilation measurements were performed. In contrast to silicon-doped GaAs, rather bad reproducibility of the positron annihilation results was found. The $\tau_{av}(T)$ curves obtained for three measurement series are shown in Fig. 5.5. As can be seen, both absolute values of the average positron lifetime and also its arsenic pressure dependence demonstrate very big fluctuations from one set of samples to another. However, it is important to note that the tendency of the highest $\tau_{av}$ at the lowest $p_{As}$ is preserved for each annealing series.

There are several reasons for the observed irreproducibility:

1) Uncertainties of the arsenic pressure. The temperature profile in the two-zone oven (Fig. 5.1) has a plateau only in the high-temperature region (at $T_{GaAs} = 1100°$ C), whereas it demonstrates a rather big gradient in the low-temperature zone, at $T_{As}$. Therefore, small variations in the position of the arsenic source, i.e. in the ampoule length, have a relatively big effect on its temperature and hence on the whole pressure in the ampoule. Thus, the typical temperature error amounting to 10 K corresponds to $\Delta p_{As} \approx 0.5$ bar (Fig. 5.2).
2) Uncertainties of the quenching rate. After each annealing, the ampoules were quenched into the water at room temperature to preserve the high temperature defect configuration. Even though the cooling was done as quickly as possible, it is rather improbable that the quenching rate at each quenching was the same.

3) Uncertainties of the position of the Fermi-level. In annealed samples, the Fermi-level was found to be in the lower part of the band-gap (Sect. 5.3, Table 5.1). Its exact position may have a big influence on the concentrations of point defects.

Obviously, the first two reasons are of a minor significance. They can lead to insignificant fluctuations but they are unable to explain the big discrepancies observed in Fig. 5.5. The third argument seems to be the most important one. Before the annealing, the Fermi-level in SI GaAs samples is pinned by deep EL2 donors in the middle of the band-gap. The annealing at 1100°C with subsequent quenching destroys the EL2 centers (Hurle 1999). In this state, the position of the Fermi-level is not fixed any more but determined by the ratio between the concentrations of donors and acceptors present in a crystal. Since SI GaAs is usually intentionally doped by carbon atoms, which form C\textsubscript{As}\textsuperscript{+} acceptors (Section 6.2), the acceptor concentration dominates and the Fermi-level moves from the mid-gap position towards the valence band. The position of \( E_F \) becomes then very sensitive to the number of acceptor-like defects, which in its turn is defined by the purity conditions of the annealing experiments. The initial carbon content in as-grown SI GaAs...
GaAs amounts normally to $10^{14}$-$10^{15}$ cm$^{-3}$ (Korb et al. 1999), whereas the concentration of impurity atoms introduced unintentionally during the sample handling may exceed this value by one order of magnitude. The chemical analysis of the annealed samples showed concentrations of copper atoms, $[\text{Cu}] \approx 10^{16}$ cm$^{-3}$, i.e. an enhanced value with respect to the as-grown sample having $[\text{Cu}] \approx 10^{13}$ cm$^{-3}$. Cu in GaAs is known to be sited on the gallium sublattice, Cu$_{\text{Ga}}$, forming an acceptor-like level at 0.5 eV above the valence band (Tin et al. 1987; Kuriyama et al. 1994; Leon et al. 1995) (for more detailed discussion of the Cu-contamination see Section 5.3.2). In such a way, uncontrolled contamination in the range of 1 ppm only, being the source of the dominating acceptor-like impurities, represents the main factor determining the electronic properties of annealed SI GaAs samples. This was not the case in the investigations of n-type GaAs mentioned above, where the Fermi-level position was expelled into the conduction band by high (up to $10^{19}$ cm$^{-3}$) concentrations of Te$_{\text{As}}$-donors, and where contamination with impurities in the order of $10^{16}$ cm$^{-3}$ did not play significant role.

It turned out, that the electronic properties of a crystal (i.e. Fermi-level position) have a profound effect on the formation of vacancy-like defects in GaAs. The following two examples demonstrate this fact. Three $\tau_{av}(T)$ curves shown in Fig. 5.6 represent the results obtained for three SI GaAs samples, which were prepared and annealed under very similar conditions. The arsenic pressure was equal to 0.2 bar, the annealing time was 2 hours for each annealing. However, the PALS results for one of the samples (▲, Fig. 5.6) were found to be quite different from those obtained for the other two specimens. Hall-Effect measurements showed that all the samples became p-type, whereas the hole concentrations were practically equal in the samples demonstrating similar $\tau_{av}(T)$ dependence ($[p] \approx 2\times10^{12}$ cm$^{-3}$) and two orders of magnitude lower ($[p] \approx 4\times10^{10}$ cm$^{-3}$) in the third sample. Obviously, the vacancy concentration is a function of chemical potential (i.e. crystal composition), which can be controlled by maintaining the arsenic vapour pressure, and it depends also on the Fermi level position. This was also confirmed by the results of

![Fig. 5.6: Average positron lifetime as a function of measurement temperature in three SI GaAs samples prepared under identical conditions and annealed for 2 hours at 1100° C under arsenic pressure of 0.2 bar. Hole concentrations are indicated.](image-url)
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The lifetime measurements performed on two GaAs samples annealed under different arsenic pressures – 0.2 and 2.6 bar (Fig. 5.7). Surprisingly, both the samples demonstrated very similar values of $\tau_{av}$. It should be that the concentrations of the vacancy-like defects in these samples have been nearly the same. However, electrical measurements revealed hole concentrations, which differed by two orders of magnitude, $4.9 \times 10^{11}$ cm$^{-3}$ and $5.3 \times 10^9$ cm$^{-3}$ for crystals annealed at 0.2 and 2.6 bar, respectively. The difference in the free charge carrier concentrations reflects the different positions of the Fermi-level, $E_F$, in these samples, which obviously has an effect on the vacancy concentration. Note that the different hole densities cannot be directly related to the numbers of the vacancy-like defects, since the concentration change in the region of $10^9$ - $10^{11}$ cm$^{-3}$ is well under the sensitivity limit of positron annihilation.

The existence of an interrelation between the Fermi-level and the concentration of vacancies was predicted by Tan in Ref. (Tan et al. 1993) for n-type GaAs. It was shown that in highly n-doped crystals, the concentration of gallium vacancies, [V$_{Ga}$], does not increase with increasing temperature, T, as one would expect according to $[V_{Ga}] \sim \exp(-E/k_B T)$, where $E$ is the formation energy and $k_B$ is the Boltzmann constant, but remains constant or even decreases slightly. This phenomenon, called Fermi-level effect,

**Table 5.1** – Results of the room-temperature Hall measurements on the undoped SI GaAs samples annealed at defined As-pressure. The sample series corresponds to that shown in Fig. 5.4

<table>
<thead>
<tr>
<th>$P_{As}$, bar</th>
<th>$[p]$, cm$^{-3}$</th>
<th>$\mu$, cm$^2$/Vs</th>
<th>$\rho$, $\Omega$cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>$7.28 \times 10^{11}$</td>
<td>333</td>
<td>$2.57 \times 10^4$</td>
</tr>
<tr>
<td>0.7</td>
<td>$4.74 \times 10^{10}$</td>
<td>191</td>
<td>$6.87 \times 10^5$</td>
</tr>
<tr>
<td>2.6</td>
<td>$1.42 \times 10^{11}$</td>
<td>176</td>
<td>$2.47 \times 10^4$</td>
</tr>
<tr>
<td>5.6</td>
<td>$7.18 \times 10^{10}$</td>
<td>203</td>
<td>$4.27 \times 10^5$</td>
</tr>
<tr>
<td>9.7</td>
<td>$5.35 \times 10^{11}$</td>
<td>407</td>
<td>$2.86 \times 10^4$</td>
</tr>
</tbody>
</table>

**Fig. 5.7:** Average positron lifetime as a function of measurement temperature in two SI GaAs samples annealed for 2 hours at 1100° C at 0.2 and 2.6 bar. Hole concentrations corresponding to each samples are indicated.
was confirmed experimentally by J. Gebauer in a positron annihilation study of GaAs:Te (Gebauer et al. 2003). The results presented in this subsection demonstrated that the Fermi-level has a certain effect on the vacancy formation also in p-type GaAs. Obviously, the influence of the location of $E_F$ may be compared with that of the chemical potential, i.e. $p_{As}$ (Fig. 5.6 and Fig. 5.7). In principle, the vacancy concentration must be then treated as a function of $p_{As}$ and $E_F$, i.e. $[V] = f(p_{As}, E_F)$. However, control over the Fermi level in annealed SI samples is hardly possible, first of all due to its high sensitivity to the concentration of impurities unintentionally introduced during sample handling. Obviously, the contamination level in the samples, the results of which are presented in Fig. 5.4, was nearly constant, since their electrical properties were found to be very similar (Table 5.1). This enables the analysis of the vacancy concentration as a function of $p_{As}$ only, given in the next section.

5.3 Defect identification in annealed n-type and SI GaAs

5.3.1 Identification of vacancies

This subsection discusses the dependence of vacancy-like defects concentration on arsenic ambient pressure in the undoped and silicon-doped GaAs samples. The concentrations were calculated from the data of decomposition of positron lifetimes spectra via the Eq. 3.4 at 300 K and 500 K for undoped and silicon doped samples, respectively. At these temperatures the spectra were found to have only two components, i.e. no positron trapping into shallow traps was observed. The $C_{vac}$ vs $p_{As}$ plot, presented in Fig. 5.8, reveals an opposite behavior of the concentrations of the vacancy-like defects with increasing As pressure for undoped and silicon doped GaAs. This difference points to a different origin of the vacancies observed in these two kinds of samples. According to the mass-action law reactions (2.11) and (2.12):

$$[V_{Ga}] = K_{VGa} \times p_{As}^{1/4}$$

$$[V_{As}] = K_{VAS} \times p_{As}^{-1/4}$$

where $K_{VGa}$ and $K_{VAS}$ are the mass action constants for the gallium and arsenic vacancy at a certain temperature and $p_{As}$ is the ambient arsenic vapor pressure.

It follows that $[V_{Ga}]$ should increase and $[V_{As}]$ decrease with arsenic pressure as a power of $+1/4$ and $-1/4$, respectively. The fit to the experimental data (solid lines in Fig. 5.8) have indeed yielded an exponent close to 0.25 for GaAs:Si and -0.25 for SI GaAs.

Based on these results, the origin of vacancy-type defects in silicon doped GaAs was attributed to $V_{Ga}$, whereas in annealed SI GaAs formation of $V_{As}$ was assumed. While this assignment in the case of GaAs:Si is in agreement with the interpretation of the positron lifetime data given earlier (see Section 5.2.1), the observation of As vacancies is more surprising than expected. The point is that according to theoretical calculations, the
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Ionization levels of $V_{\text{As}}$ are in the upper part of the energy gap, close to the conduction band (Baraff and Schlüter 1985; Puska 1989; Xu 1990) (Fig. 2.5). The theoretical expectations were supported by a few positron studies, where observation of $V_{\text{As}}$ in n-type (Saarinen et al. 1991; Ambigapathy et al. 1994) or in photoexcited semi-insulating material (Peng et al. 1994; Kuisma et al. 1996) were reported. There had been two defect-related lifetimes found, 295 ps and 257 ps, which were attributed to neutral and negative charge states of the arsenic vacancy (Saarinen et al. 1991). The value of 295 ps is in good agreement with the defect-related lifetime, $\tau_v = 293\pm10$ ps, found in this study for annealed SI GaAs, supporting thereby the identification of the observed vacancy defect as $V_{\text{As}}$. However, earlier investigations revealed the ionization levels of $V_{\text{As}}$ at $E_C - 140$ meV (Saarinen et al. 1991) for $+/0$ and $E_C - 30$ meV (Saarinen et al. 1991) and $E_C - 60$ meV (Kuisma et al. 1996) for 0/- transitions, respectively, which were in good qualitative agreement with theoretical calculations mentioned above. Consequently, arsenic vacancies should be positive (and thus not detectable with positrons) in semi-insulating or in p-type GaAs, where the position of Fermi level is in the middle or in the lower part of the band gap. The Hall-effect measurements of the samples investigated in this study (Table 5.1) have shown that all annealed samples became slightly p-type with $[p]=10^{11}-10^{12}$ cm$^{-3}$ that corresponds to the position of Fermi level at 0.4-0.5 eV above the valence band. It is worth to note, that this is the first time vacancy-like defects were observed with positrons in as-grown p-type GaAs. These results can be explained by the formation of $V_{\text{As}}$-$X$ defect complex, where the X represents another at least one time negatively charged defect that compensates the positive charge of the arsenic vacancy. The possibilities for X to be a native or impurity-kind defect are discussed in the following.

**Fig. 5.8:** Vacancy-defects concentrations in annealed GaAs:Si and SI GaAs extracted from the positron lifetime data presented in fig. 5.3 and 5.4. Solid lines represent power law fit to data corresponding data point. Full circles present the concentration of copper impurities obtained with the help of titration measurements.
As far as the investigated crystals were cut from undoped semi-insulating commercially available wafers, the concentration of the residual impurities in the samples was extremely small – below $10^{15}$ cm$^{-3}$ – and thus not able to explain the occurrence of $10^{17}$ cm$^{-3}$ (s. Fig. 5.8) vacancy-complexes. Other impurity sources are an uncontrolled contamination that might happen during the samples preparation. Copper is a good candidate for such kind of contaminations, because of its high diffusion coefficient and high solubility in GaAs (Tin et al. 1987; Kuriyama et al. 1994; Leon et al. 1995). Cu atoms are incorporated on the Ga sublattice as double acceptors $Cu_{Ga}^{2+}$ (Leon et al. 1995), which can form electrically active complexes with positively charged arsenic vacancies due to their Coulomb attraction. Different structures of such complexes have been proposed in the literature: $Cu_{Ga}V_{As}$ (Tin et al. 1987; Kuriyama et al. 1994), $V_{As}Cu_{Ga}V_{As}$ (Tin et al. 1987).

The chemical analysis of the annealed SI GaAs samples has indeed shown a distinct increase of their Cu content (full circles in Fig. 5.8) after annealing. However, the Cu concentration was about $10^{16}$ cm$^{-3}$ only; that is one order of magnitude lower than the measured number of vacancies. Independent of the concentration arguments, there exists another possibility to check whether the As vacancy is neighbored by a Cu atom. The high momentum part of the Doppler broadening of 511 keV annihilation line carries information on the chemical surrounding of positron trapping centers (Section 3.3). This method was found to be successful in identification of donor-$V_{Ga}$ complexes in n-type GaAs (Gebauer et al. 1999; Gebauer 2000; Gebauer et al. 2001). Results of Doppler broadening measurements normalized to the data obtained for as-grown SI GaAs reference sample are shown in Fig. 5.9. In the upper part of the figure the ratio curve of anni-

![Fig. 5.9: Normalized annihilation momentum distribution measured at room temperature in a) pure Cu; b) SI GaAs annealed at $p_{As} = 0.2$ bar (○) and in SI GaAs after Cu indiffusion experiment (■)](image)
hilation momentum distribution obtained in pure copper is shown. In Fig. 5.9 (b), two kind of samples are compared – SI GaAs annealed at $p_{\text{As}} = 0.2$ bar (○) and GaAs crystal after copper in-diffusion (■). In the latter, the formation of the vacancy clusters neighborhood by copper precipitates was observed (Krause-Rehberg et al. 1999; Bondarenko et al. 2001). In the case of the positron annihilation with electrons of copper, the intensity in the high momentum region of Doppler peak, $(10-20) \times 10^{-3} \text{ m}_0 \text{c}$, is higher than in bulk GaAs [ratio is larger than 1, Fig. 5.9 (a)]. Thus, the presence of Cu atoms in the immediate vicinity of a positron trap can be seen as such characteristic increase of the intensity of the electron-positron momentum distribution like it was observed for Cu-diffused GaAs. In annealed GaAs in contrast, no sign of Cu in the neighborhood of detected vacancies was observed [Fig. 5.9 (b), (○)]. This result provides us with additional support for the assumption that copper is not responsible for the observed vacancy-like defect complex in annealed semi-insulating GaAs.

There were no other foreign atoms with a concentration about that of $V_{\text{As}}$ found. Thus, we can exclude impurities from the possible candidates for the defect X. The observed $V_{\text{As}}$-like defect must be related to a native defect-complex. The exact nature of this complex is impossible to determine from results of positron annihilation alone.

### 5.3.2 Identification of shallow traps in undoped annealed GaAs

The conversion of electrical conductivity from semi-insulating to p-type in annealed GaAs samples is connected with the decrease of the number of EL2 donors and increase of the acceptor-like ion concentration after annealing (Section 5.2.3). The acceptors rep-

---

**Fig. 5.10:** Results of the temperature-dependent Hall-effect measurements on SI GaAs annealed at 1100° C under 0.2 bar of arsenic vapour pressure. Solid line represent a fit to experimental data. By the fit, the activation energy of 0.48 eV above the valence band was determined (see text).
resent positron shallow trap defects and are seen in lifetime measurements as a decrease of the average positron lifetime at low temperatures (Fig. 5.4). However, they cannot be directly identified by PALS because the positron lifetime related to them is close to the bulk value. In this subsection, this question is addressed by determination of the acceptor ionization level with the help of temperature-dependent Hall-effect measurements (TDH) and by the observation of changes of the annihilation momentum distribution by the coincidence Doppler broadening spectroscopy.

Fig. 5.10 (a) shows the temperature dependence of the hole concentration, $p$, in the SI GaAs annealed at $p_{As} = 0.2$ bar. The dependence $\ln\left(p \cdot T^{3/4}\right)(1/T)$ represents a straight line [Fig. 5.10 (b)], which slope corresponds to the activation energy of the acceptor defect. The energy $E_A = 0.48$ eV above the valence band was found. In the literature, this energy level is attributed to the CuGa acceptor (Tin et al. 1987; Leon et al. 1995). As was mentioned in the previous subsection, copper is a frequently occurring contaminant in annealing studies due to its ubiquity and high diffusion coefficient, $D = 1.1 \times 10^{-5}$ cm$^2$s$^{-1}$ at 500° C (Hall and Racette 1964). The chemical analysis of the samples annealed at 0.2 and 9.7 bar revealed a distinct enhancement of the copper content (Fig. 5.8). On this basis, the observed shallow trap defects were attributed to negative copper ions.

Additional support for this assumption comes from the results of the coincidence Doppler broadening (CDB) investigation (Fig. 5.11). The curve consisting of the open symbols represents the measurement of the annealed GaAs samples performed at 20 K. At this temperature, negative ions are dominating positron trapping centers, as can be seen from lifetime measurements (Fig. 5.4) – $\tau_{av}(20\,K)$ is close to $\tau_b$ value. Thus, the observed annihilation momentum distribution corresponds to annihilation of positrons with the electrons of acceptor-like atoms. Note the difference to the CDB measurement performed on the same sample at the temperature of 300 K corresponding to positron trapping into vacancies (Fig. 5.9). The second curve in Fig. 5.11 (■) is the same one shown in

**Fig. 5.11:** Normalized annihilation momentum distribution in (■) SI GaAs after Cu in-diffusion (Bondarenko et al. 2001) and (○) in annealed in this work SI GaAs. The temperature of measurement was 20 K.
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Fig. 5.9 and corresponds to annihilation of positrons with the electrons of Cu atoms. As can be seen, annihilation momentum distribution in the annealed SI GaAs measured at 20 K demonstrates the intensity increase characteristic for the presence of copper atoms in the neighborhood of the annihilation site. Hence, the assignment of shallow trap defects to copper acceptors is justified.

5.3.3 Charge state of the V_{As} complex

The presence of high concentrations of shallow positron traps, identified in the previous subsection as Cu_Ga-acceptors, hampers the investigations of vacancy-like defects in the annealed GaAs. Firstly, copper atoms being an uncontrolled impurity influence the reproducibility of the annealing experiments (Section 5.2.3). Secondly, lifetime measurements were found to be affected by positron trapping into shallow positron traps already at temperatures slightly below 300 K (Fig. 5.4). This makes the quantitative analysis of the low-temperature spectra extremely difficult. At the same time, the low-temperature region is the most important, since it corresponds to the highest sensitivity of positron annihilation to open-volume defects (Section 3.2). In order to get rid of copper contamination, a new copper-free annealing procedure was applied (Section 5.1). According to chemical analysis of the samples prepared and annealed under high-purity conditions, it was possible to decrease the number of Cu impurities by two orders of magnitude, from 10^{16} cm^{-3} to 10^{14} cm^{-3}.

Also the PALS results, shown in Fig. 5.12, were found to be qualitatively quite different from those obtained previously (Fig. 5.4). The average positron lifetime increases as the temperature decreases from 500 K to 300 K showing a plateau at T = 150-300 K and decreases rapidly at T<150. The presence of a plateau of such a kind has not been reported in previous positron studies of GaAs and is hence of a special interest. According to the theoretical calculations, the temperature independent positron trapping is expected for the neutral vacancy (Section 3.2.1). Hence, it is reasonable to suggest that at

![Fig. 5.12: Average positron lifetime vs measurement temperature in SI GaAs after high-purity annealing at 1100\(^\circ\) C at \(p_{\text{As}} = 0.2\) bar.](image-url)
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150-300 K the dominating trapping center is a neutral vacancy complex. Obviously, the plateau was not observed by previous measurements (Fig. 5.4) due to high shallow trap (CuGa) concentrations, which caused the continuous decrease of the positron average lifetime at temperature less than 300 K.

Shallow positron traps, however, cannot explain the rapid drop of $\tau_{av}$ observed in Fig. 5.12 as temperature lowers from 150 K to 120. Taking into account the decreased concentrations of acceptor-like impurities, the decrease of $\tau_{av}$ is simply too abrupt to be imposed by a competitive positron trapping into vacancy and shallow trap defects. Even much higher acceptors concentration could not cause such a steep decrease of $\tau_{av}$. This is demonstrated in Fig. 5.13 by modeling of the $\tau_{av}(T)$ for different concentrations of shallow traps. The model used is described in section 3.2.2. As can be seen, the presence of shallow positron traps with concentration as high as $8 \times 10^{16}$ cm$^{-3}$ can reduce $\tau_{av}$ by 10 ps over the temperature decrease of 150 K. This is clearly far from the observed dynamics of $\tau_{av}(T)$ – decrease of 15 ps in 30 K.

Most probably, there is a temperature driven +/0 charge transition of the detected vacancy-complex. When the temperature falls below 150 K, the Fermi-level crosses the defect ionization energy level evoking the change of the defect charge state from neutral to positive. Since positrons are repelled by positively charged defects, most of them will annihilate in the crystal bulk or will be trapped and annihilate at shallow traps resulting in the observed quick decrease of $\tau_{av}(T)$. The neutral charge state of the VAs complex is in agreement with the results of the Hall-effect measurements (Table 5.1), according to which the hole concentrations do not correlate with the concentrations of the vacancy defects.

![Fig. 5.13: Results of the simulation of the average positron lifetime as a function of temperature for different concentrations of shallow trap defects $C_{st}$. The model used is described in section 3.2.2. Model parameters are denoted.](image-url)
5.3.4 Gibbs free energy of $V_{\text{As}}$ formation

Having identified the origin of the detected vacancy as $V_{\text{As}}$ (Section 5.3.1) and determined its charge state (previous section) it is possible to obtain the formation energy of arsenic vacancies by analyzing the pressure dependence of their concentration. According to the thermodynamic model of defects in GaAs (Section 2.3), the concentration of neutral arsenic vacancies is defined by Eq. 2.19:

$$[V_{\text{As}}^0] = K_{\text{As}} / \rho_{\text{As}} = (B_{\text{As}} / p_{\text{As}})^{1/4} \exp[-(H_f - TS_f) / kT],$$

where $H_f$ and $S_f$ are the formation enthalpy and entropy, respectively. $B_{\text{As}}$ is the gas pressure constant determined as (Tan 1994)

$$B_{\text{As}} = (2\pi m_{\text{As}} / h^2)^{3/2} (kT)^{5/2} = 131.5 \ T^{5/2}$$

The difference $H_f - TS_f$ represents Gibbs free formation energy, $G_f$, which one can find from a fit to experimental data according to 2.19 for $T$ equal $T_{\text{ann}} = 1100^\circ$ C and using $G_f$ as the only fitting parameter. The fit yielded $G_f = 3.94$ eV (fig. 5.14).

---

**Fig. 5.14**: Concentration of As vacancies at 1100° C in SI GaAs as a function of arsenic vapour pressure. Fit to experimental data (solid line) yielded the value of 3.94 eV for Gibbs’ free energy of formation of $V_{\text{As}}$. 
6. Defects study in intentionally undoped VCz-grown GaAs

This chapter contains the results of an extensive systematic study of undoped GaAs grown by the vapor pressure-controlled Czochralski technique, which is a modification of the liquid-encapsulated Czochralski growth method (Section 6.1). Several tens of as-grown crystals were investigated by a variety of experimental methods (PALS, LVM, IMS GDMS, Hall-measurements), resulting in a large number of experimental data. The discussion in this chapter is concentrated on the PALS results concerning processes of formation of vacancy-like defects in GaAs material of different conductivity types and stoichiometry (Sections 6.2-Fehler! Verweisquelle konnte nicht gefunden werden.). Since the large number and detailed analysis of PALS data may confuse a reader inexperienced with the methods of positron annihilation, there were only a few conclusions drawn (Section 6.6).

6.1 Growth method

The Vapor Pressure Controlled Czochralski method (VCz) is a modified LEC crystal growth procedure, which allows growing of GaAs crystals with and without B$_2$O$_3$ encapsulation (Tatsumi et al. 1994). By conventional LEC-growth, the boric oxide is utilized to prevent the vaporization of arsenic, which is a highly volatile component at high temperatures, from the GaAs melt. However, the use of B$_2$O$_3$ has a series of disadvantages. Firstly, LEC-grown GaAs crystals contain high concentrations of boron, which is an amphoteric impurity in GaAs. It can be incorporated either as a neutral substitutional atom B$_{Ga}$ or as an acceptor B$_{As}$. Boron acceptors contribute to electrical deactivation of donor atoms in n-type GaAs decreasing thereby the doping efficiency. B$_{Ga}$ are known to have a negative effect on the implantation coefficient in the production of FET-elements (Tomizawa et al. 1987). Secondly, due to the large thermal gradients on the melt-B$_2$O$_3$ encapsulant boundary, high thermo-mechanical stresses are introduced into the periphery of the growing crystal. This promotes the formation of a large number of dislocations in the grown crystals, which in its turn may have an influence on the radial homogeneity of wafers electrical properties, as was shown for GaAs:Si in Section 4.3. The VCz growth method is an efficient technique to modify the well-established LEC-method towards crystal pulling under markedly reduced thermo-mechanical stress.

The VCz technique makes use of B$_2$O$_3$ encapsulation optional. Growing without boric oxide, As-loss from a free melt surface is prevented by maintaining an arsenic vapor pressure in the growth chamber. For several years, this method has been under development at the Institute for Crystal Growth (ICG) in Berlin (Rudolph et al. 1997). The sche-
matics drawing of the VCz arrangement used at ICG for GaAs growth without B\textsubscript{2}O\textsubscript{3} encapsulant is given in fig. 6.1. The main constructive difference from the LEC-setup is the presence of an inner chamber, which is used for temperature shielding of the growing crystal. This allows remarkable reduction of temperature gradients in axial and radial directions. The whole system is placed inside a high-pressure vessel, since the growth is performed under high pressures of an inert gas, usually argon or nitrogen. The heat shielding, main heater and inner chamber are made of high-purity graphite. Two crucible types, made of high purity pyrolytic boron nitride (pBN) or silicon dioxide (SiO\textsubscript{2}), can be applied. Special solid sealing for the feed through mechanisms for translational and rotational movement of a growing crystal and crucible were developed which results in a quasi non-conservative system. The As-source is positioned outside the inner chamber and heat shielding, in order to prevent thermal contact between the source and main heater. Thus, the temperature of the As-source, T\textsubscript{As}, and hence As vapour pressure in the inner chamber, p\textsubscript{As}, can be adjusted independently.

Main advantages of VCz method are (i) low level of residual strains and (ii) reduced dislocation density due to reduced thermal stresses. GaAs crystals of diameters 100-150 mm with dislocation density in the range of 10\textsuperscript{4} cm\textsuperscript{-2} were obtained (Neubert and Rudolph 2001). Moreover, control over p\textsubscript{As} provides an additional (iii) advantage of crystal growth from different melt compositions. However at present, the latter may also be considered as a disadvantage, since the introduction of one more parameter, p\textsubscript{As}, increases the complexity of the growth system, whereas the current state of knowledge about the interaction mechanisms between point defects and the melt composition is still rather poor. Other VCz disadvantages are (i) relatively high complexity of the equipment and therefore increased investment costs and (ii) enlarged process time and high operational costs.
6.2 Carbon controlled growth

Nowadays, the LEC and consequently VCz growth methods are used predominantly for the production of SI GaAs wafers (Rudolph and Jurisch 1999). The main intrinsic point defect in SI GaAs that governs its electronic properties is the deep double donor EL2 with two energy levels in the band gap EL2^{±4} at 0.54 eV and EL2^{±10} at 0.75 eV (Hurle 1999), which, according to the current state of knowledge, is attributed to the arsenic antisite defect, As_{Ga} (Krause-Rehberg et al. 1994; Hurle 1999). The EL2 provides free electrons to the conduction band and determines thus the n-conductivity type of GaAs. However, in order to produce semi-insulating high resistive crystals (ρ ≈ 10^6-10^8 Ωcm), the main part of EL2 donors must be compensated. This is usually done by intentional doping of GaAs crystals with carbon atoms, which are incorporated exclusively on the As sublattice forming shallow acceptor-like defects, C_{As} (Hurle 1999). The typical values of EL2 and C_{As} concentrations in SI GaAs amount to 10^{16} cm^{-3} and 10^{15} cm^{-3}, respectively.

By conventional LEC-growth, the carbon-doping is performed by adjusting a certain CO-partial vapour pressure in the inert-gas atmosphere under simultaneous introduction of an oxygen potential (water content of B_{2}O_{3}, adding of Ga_{2}O_{3}). The quantity of carbon absorbed by the melt is determined by thermodynamic reactions within the multicomponent system Ga-As-B-O-H-N-C. Also by growing without boric oxide encapsulation, the carbon content may be controlled by the CO-pressure, as was firstly shown in Ref. (Kiessling et al. 2003) and discussed in the following.

The positron annihilation lifetime spectroscopy can be useful in two ways in such kind of studies. Firstly, deviation of the crystal composition from stoichiometry should influence in the first place the concentration of vacancy defects, which is perfectly seen in positron annihilation measurements. Secondly, negatively charged C_{As} are shallow positron traps and hence seen as a decrease of positron lifetime at low temperatures providing there is trapping into open-volume defects as well (similar to Si_{As} in GaAs:Si, Section 4.2.2). The lower sensitivity limit of positron annihilation, 2-5×10^{15} cm^{-3}, fits perfectly to the carbon concentrations lying in the range of interest. Curiously, positron sensitivity to negative ions appears often as a disadvantage making difficult the study of the subject of main interest – vacancy like defects. This study of carbon-controlled growth, in contrast, takes an advantage of the PALS ability to detect C_{As} acceptors. However, it should be noted that the discussion is constrained to a qualitative analysis only. Determination of absolute concentrations of carbon atom by means of positron annihilation is not possible due to the difficulties of spectra decompositions at low temperatures.
The results of positron lifetime measurements in VCz-GaAs crystals grown with and without B₂O₃-encapsulation with and without application of carbon control are presented in Fig. 6.2. In all samples, open-volume defects were observed – the average positron lifetime was higher than the value of bulk lifetime in GaAs ($\tau_b = 230$ ps). Two-component decomposition of the lifetime spectra yielded the defect-related lifetime of $270 \pm 10$ ps, pointing to the presence of monovacancy-type defects. The increase of the average positron lifetime toward lower temperatures is an indication of the negative charge of the detected vacancies. Only two samples [C118 and C120, Fig. 6.2 (a)], grown without B₂O₃-encapsulation and also without control over the CO-vapour pressure, demonstrate the pronounced decrease of the positron lifetime at temperatures below 200 K. This decrease is explained by positron trapping at negative ions, $C_{4i}^-$, which concentration in these samples must be about $10^{16}$ cm⁻³ to produce such an effect. It was confirmed by LVM measurements (Table 6.1). The carbon content in the melt and hence in the crystal can significantly be reduced by decreasing the CO-pressure during the crystal growth. There was no shallow trap related decrease of the positron lifetime observed in the samples grown under C-control conditions [open symbols in Fig. 6.2 (a)]. This means that the concentration of shallow trap defects (i.e. $C_{4i}^-$) is under the sensitivity limit of positron annihilation, $5 \times 10^{15}$ cm⁻³. It is interesting to note, that carbon incorporation seems to be

**Fig. 6.2:** Temperature dependence of the average positron lifetime measured in VCz-GaAs grown (a) with and (b) without B₂O₃ encapsulation under and without control of CO pressure. The lines are to guide the eye.
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6.3 Influence of the melt stoichiometry and unintentional doping on vacancy formation

Table 6.1 – Growth parameters, carbon and free charged carriers concentrations of VCz-GaAs samples investigated in this section

<table>
<thead>
<tr>
<th>Sample #</th>
<th>B$_2$O$_3$ encapsulation</th>
<th>Carbon control</th>
<th>$[C_{As}]$, cm$^{-3}$</th>
<th>Conductivity type and carriers concentration, cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C151</td>
<td>No</td>
<td>Yes</td>
<td>$1.4 \times 10^{15}$</td>
<td>$[n] = 4 \times 10^{14}$</td>
</tr>
<tr>
<td>C153</td>
<td>No</td>
<td>Yes</td>
<td>$0.9 \times 10^{15}$</td>
<td>$[n] = 6 \times 10^{14}$</td>
</tr>
<tr>
<td>C154</td>
<td>No</td>
<td>Yes</td>
<td>$1.3 \times 10^{15}$</td>
<td>$[n] = 7 \times 10^{13}$</td>
</tr>
<tr>
<td>C118</td>
<td>No</td>
<td>No</td>
<td>$&lt; 3.3 \times 10^{16}$</td>
<td>$[p] = 8.2 \times 10^{15}$</td>
</tr>
<tr>
<td>C120</td>
<td>No</td>
<td>No</td>
<td>$&lt; 1.9 \times 10^{16}$</td>
<td>$[p] = 4.2 \times 10^{15}$</td>
</tr>
<tr>
<td>L150</td>
<td>Yes</td>
<td>Yes</td>
<td>$5.5 \times 10^{14}$</td>
<td>$[n] = 5.8 \times 10^{14}$</td>
</tr>
<tr>
<td>L151</td>
<td>Yes</td>
<td>Yes</td>
<td>$0.7 \times 10^{14}$</td>
<td>$[n] = 5.8 \times 10^{14}$</td>
</tr>
<tr>
<td>C131</td>
<td>Yes</td>
<td>No</td>
<td>$7.8 \times 10^{14}$</td>
<td>$[n] = ?$</td>
</tr>
<tr>
<td>C132</td>
<td>Yes</td>
<td>No</td>
<td>$5.2 \times 10^{14}$</td>
<td>SI $[n] \approx 10^7$</td>
</tr>
<tr>
<td>L147</td>
<td>Yes</td>
<td>No</td>
<td>$1 \times 10^{15}$</td>
<td>SI $[n] \approx 4 \times 10^7$</td>
</tr>
</tbody>
</table>

suppressed by the presence of B$_2$O$_3$ layer. Positron annihilation measurements did not show the presence of negative ions in any crystal grown with boric oxide encapsulation regardless whether C-control was applied [Fig. 6.2 (b), Table 6.1].

6.3 Influence of the melt stoichiometry and unintentional doping on vacancy formation

One of the advantages of the VCz growth method is the possibility of the in-situ control of the melt composition during the growth without the boric oxide encapsulation. This is realized by adjusting an appropriate arsenic vapour pressure in the growth chamber. The higher the As-pressure, the more As-reach is the GaAs melt. As-pressure is controlled in turn by the temperature of a reservoir with pure metallic arsenic (arsenic source in fig. 6.1), $T_{As}$. The crystals investigated in this work were grown at $T_{As}$ varying between 590° C and 660° C corresponding to Ga- and As-rich melts (Wenzl et al. 1991). A melt of a nearly stoichiometric composition was obtained at $T_{As} = 630° C$ (Kiessling et al. ). Control over the melt composition provides an indirect possibility to influence the composition of the grown crystals. The possibility is called “indirect”, since there is no exact knowledge about the phase extent of GaAs at present (Fig. 2.1). Moreover, Ga-rich melt does not necessarily mean that the crystal is Ga-rich (Section 2.1). Deviation from stoichiometry in a crystal is realized through formation of point defects (Eq. 2.1). Thus Ga-rich crystals should have markedly less Ga vacancies than the As-rich one. However, it is not always the case, as demonstrated in the following.
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Fig. 6.3 shows the results of positron annihilation lifetime measurements obtained for some of the crystals grown at different temperatures of the arsenic source. Fig. 6.3 (a) corresponds to crystals grown from Ga-rich melt ($T_{As} = 590^\circ C$). The crystals presented in Fig. 6.3 (b) were grown from the melt, which composition varied from light- to heavy As-rich by increasing $T_{As}$ from 610° C to 660° C. As can be seen, average positron lifetime reveals very pronounced differences for the samples within each group indicating large variations in concentrations of vacancy-like defects. Thus, $\tau_{av}$ in most of the 590° C crystals has rather low values, $\tau_{av}(300 \text{ K}) \approx 230 – 233 \text{ ps}$ [solid symbols in Fig. 6.3 (a)]. However, three samples demonstrated distinctly higher $\tau_{av}$ with strong temperature dependence. The longest $\tau_{av}$ observed for sample C146 was very close to those obtained in some crystals of the second group [red symbols in Fig. 6.3 (b)]. Note the similar great differences between the samples in this group, which can not be related to $T_{As}$. Obviously, formation of vacancies is determined not only by arsenic activity. The second deciding factor is the position of the Fermi level (Section 2.3). In undoped material, the Fermi level may be easily shifted by a relatively small number of electrically active impurities$^1$. Chemical analysis did indeed revealed presence of $10^{16}-10^{17}$ silicon atoms in the 5 samples, which demonstrate the longest $\tau_{av}$ in Fig. 6.3 (b). The point is that these crystals were grown in a crucible made of SiO$_2$ material, which was the source of the Si-contamination. Since silicon in As-rich GaAs is incorporated mostly as Si$_{Ga}$-donor (Section 4.1), all these samples became n-type semiconductors (Table 6.2).

Interestingly, the C146 sample [Fig. 6.3 (a)] was grown from a Ga-rich melt that was intentionally doped with a small amount of silicon. Despite the melt composition enriched with Ga, this crystal was found to be also n-type (Table 6.2) and had approximately the same number of vacancy-like defects as the mentioned above crystals grown in SiO$_2$-crucible from As-rich melt. Obviously, silicon incorporation is not affected much much $^1$ Similar observation was also made in the annealing experiments of undoped SI GaAs described in Section 5.2.3.
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6.4 Results of PALS measurements

6.4.1 Semi-insulating GaAs

Semi-insulating GaAs samples demonstrated very short positron lifetimes (Fig. 6.4). The room temperature $\tau_{av}$ did not exceed 232 ps. Such a short positron lifetime means that the concentration of vacancy-like defects is near or below the sensitivity limit of positron annihilation, $2-6\times10^{18}$ a.u. (Krause-Rehberg and Leipner 1999). In GaAs, the limit corresponds to $\approx0.8-3\times10^{15}$ cm$^{-3}$. This is in agreement with earlier observations on as-grown SI GaAs (West 1979). The presence of vacancies is seen clearly as the increase of positron lifetime with decreasing temperature, observed for the samples C131 and C132 (Fig. 6.4) in the temperature interval of 20-250 K. The other two samples, however, do not reveal such an increase. This discrepancy is discussed in the following.

Increasing $\tau_{av}$ with lowering sample temperature designates enhancement of positron trapping rate ($K_d$ in eq. 3.14). A similar temperature behavior of $K_d$ was reported in earlier studies of SI GaAs studies by means of positron lifetime (Saarinen et al. 1993; Kuisma et al. 1996) and Doppler-broadening spectroscopy (Chen et al. 1996). There, this temperature effect was attributed to positron trapping into negatively charged Ga monovacancies. Although, positron annihilation experiments are unable to identify,
whether the V\textsubscript{Ga} are isolated or bound to a defect complex. Occurrence of an isolated gallium vacancy seems to be more probable. Its concentration \((2-3\times10^{15}\ \text{cm}^{-3})\) is less than that of the EL\textsubscript{2} center, which is the dominating intrinsic point defect in SI GaAs (Table 6.3). Out of the probable impurities, only carbon acceptors are present in concentrations in the order of \(10^{15}\ \text{cm}^{-3}\). However, an increase of the carbon content suppresses the intensity of the vacancy signal (Table 6.1 and Fig. 6.4). Thus, the possibility of the formation of a C\textsubscript{As}V\textsubscript{Ga} complex can be excluded.

**Table 6.3 – Concentrations of carbon acceptors and neutral EL\textsubscript{2} centers, resistivity and electron mobility measured in SI GaAs crystals grown from As- and Ga-rich melts**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Melt composition</th>
<th>C\textsubscript{As} (cm\textsuperscript{-3})</th>
<th>EL\textsubscript{2}\textsuperscript{o} (cm\textsuperscript{-3})</th>
<th>(\rho) ((\Omega\ \text{cm}))</th>
<th>(\mu) (cm\textsuperscript{2}/Vs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C131</td>
<td>As-rich</td>
<td>7.8\times10^{14}</td>
<td>0.8\times10^{16}</td>
<td>4\times10^{7}</td>
<td>6500</td>
</tr>
<tr>
<td>C132</td>
<td>As-rich</td>
<td>5.2\times10^{14}</td>
<td>1\times10^{16}</td>
<td>1\times10^{7}</td>
<td>4500</td>
</tr>
<tr>
<td>L146</td>
<td>As-rich</td>
<td>2.5\times10^{15}</td>
<td>0.9\times10^{16}</td>
<td>1\times10^{8}</td>
<td>5000</td>
</tr>
<tr>
<td>C148</td>
<td>Ga-rich</td>
<td>6.3\times10^{15}</td>
<td>0.8\times10^{16}</td>
<td>3\times10^{8}</td>
<td>2700</td>
</tr>
</tbody>
</table>

On the other side, carbon plays an important role for the electrical properties of semi-insulating GaAs. The resistivity of SI crystals is increased by orders of magnitude with increasing of the carbon concentration from \(10^{14}\) to \(10^{15}\ \text{cm}^{-3}\) (Table 6.3). The high-resistivity samples do not show the characteristic increase of positron lifetime at low temperatures. There are two possible explanations. Firstly, these crystals contain less V\textsubscript{Ga}. Secondly, the decrease is not seen due to a higher concentration of carbon acceptors, which trap positron into their shallow negative potential at low temperatures.

No correlation of vacancy formation as well as crystal electrical properties to the composition of the melt, from which the crystals were grown, could be established.
6.4.2 p-type GaAs

Electrical properties of a series of p-type grown GaAs samples are summarized in Table 6.4.

Table 6.4 – Electrical characteristics of p-type VCz-samples grown from As- and Ga-rich melt

<table>
<thead>
<tr>
<th>Sample</th>
<th>Melt composition</th>
<th>( p ) (cm(^{-3}))</th>
<th>( \mu_h ) (cm(^2)/Vs)</th>
<th>( \rho_h ) (( \Omega )cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C118</td>
<td>As-rich</td>
<td>( 8.2 \times 10^{15} )</td>
<td>304</td>
<td>2.5</td>
</tr>
<tr>
<td>C120</td>
<td>As-rich</td>
<td>( 4.2 \times 10^{15} )</td>
<td>48</td>
<td>31</td>
</tr>
<tr>
<td>C145</td>
<td>As-rich</td>
<td>( 1.4 \times 10^{16} )</td>
<td>285</td>
<td>1.6</td>
</tr>
<tr>
<td>C155</td>
<td>Ga-rich</td>
<td>( 2.5 \times 10^{13} )</td>
<td>113</td>
<td>2.2 \times 10^{3}</td>
</tr>
<tr>
<td>C149</td>
<td>Ga-rich</td>
<td>( 3.2 \times 10^{16} )</td>
<td>320</td>
<td>0.6</td>
</tr>
<tr>
<td>C157K3</td>
<td>Ga-rich</td>
<td>( 1.4 \times 10^{15} )</td>
<td>113</td>
<td>39</td>
</tr>
<tr>
<td>C157K6</td>
<td>Ga-rich</td>
<td>( 6 \times 10^{15} )</td>
<td>108</td>
<td>10</td>
</tr>
</tbody>
</table>

According to the results of positron annihilation lifetime measurements (Fig. 6.5) it is possible to divide the investigated samples in two groups. For the first group, which is represented by solid symbols, a short positron lifetime increasing monotonously with temperature was observed. The samples of the second group (open symbols) demonstrate, in contrast, a pronounced maximum of \( \tau_{av} \) at \( T \approx 200 \) K.

The first group represents results, which were often reported for p-type GaAs (e.g., in Refs. (Le Berre et al. 1995; Gebauer et al. 2000)). The short average positron lifetime is usually ascribed to positrons annihilating from the delocalized state in the lattice, whereas the increase of \( \tau_{av} \) to higher temperatures – to temperature lattice expansion. A theoretical value for delocalized positron lifetime can be written as (Hautojärvi 1979):

\[
\tau_{av} = \frac{1}{\rho_0 \mu_0} \frac{1}{1 + \frac{m_e^2}{2 \hbar^2 \tau_0}}
\]

Fig. 6.5: Average positron lifetime measured as a function of temperature in p-type VCz-grown GaAs.
where $a^3$ is the volume of the cubic cell, $N_e$ is the number of electrons in this volume, $\sigma$ is the cross section of the $e^+e^-$ annihilation, and $v$ is the positron velocity relatively to the electron. Le Berry et al. were the first who performed such analysis for p-type GaAs using the temperature dependence of the cell parameter $a$ obtained from the thermal-expansion coefficient values given in Ref. (Weyrizli 1989). However, it turned out that the average positron lifetime increased more rapidly with temperature than the $\Delta a^3/a^3$ parameter (Krambrock et al.). To explain the discrepancy, Le Berry resorted to the argument of positron-phonon coupling. According to Stott (Stott and West 1978) lattice vibrations play a role in the positron distribution by temporarily expanding the interstitial spaces. The duration of these momentary expansions is long enough for positrons to annihilate, so that the electron density seen by positrons is lower than that due only to the continuous thermal expansion of the lattice. However, the results presented in Fig. 6.5 were found to be completely inconsistent with such interpretation. Firstly, the average positron lifetime in the samples of the second group does not increase but decreases continuously in the high-temperature region. Note the intersection of the $\tau_{av}(T)$ curves of group 1 and group 2 samples. Also, semi-insulating GaAs crystals did not show such remarkable change of positron lifetime with increasing temperature (Fig. 6.4). Secondly, measurements of the C157K3&K6 samples revealed a distinct hysteresis of $\tau_{av}$ at high temperatures, which can not be explained in terms of lattice thermal expansion. Thus, the temperature increase of $\tau_{av}$ can not be ascribed to a temperature increase of the lattice constant. Consequently, there should exist an open-volume defect with positron trapping coefficient $\mu$ increasing towards higher temperatures. The defect annealed partially during the high-temperature measurements causing the hysteresis of $\tau_{av}$ observed in Fig. 6.5. According to theoretical considerations (Section 3.2.1), the temperature increase of $\mu$ is expected for neutral (Fig. 3.5) or positive vacancies. Since the C157 crystal was grown from Ga-rich melt, the arsenic vacancy is the most likely assignment for the defect observed.

The samples of the second group demonstrates $\tau_{av}$ temperature dependence characteristic for positron trapping into a negative vacancy and shallow trap defect. The latter is most probably represented by carbon acceptors, high concentrations of which must be present in p-type crystals. The occurrence of negative vacancies in as-grown p-type GaAs was never reported before. Two component decomposition of lifetime spectra yielded defect-related lifetime of $270 \pm 15 \text{ ps}$ pointing to monovacancy type of the defect detected in these samples. The origin of this defect was attributed to the gallium vacancy. This argumentation is based on the results of CL spectroscopy given in the following subsection.

It is interesting to note the relation between positron lifetime and crystals electronic properties. Two samples, C118 and C145, having very similar values of hole con-
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centrations and mobility (Table 6.4) demonstrated similar \( \tau_{av} \) curves in the temperature region of 300-500 K (Fig. 6.5). A much shorter positron lifetime was detected in the sample C120. This sample had nearly the same carrier concentration as C118 and C145 crystals, but the mobility was found to be \( \sim 6 \) times less. Sample C155 differs from other p-type specimens by the strongest temperature dependence of positron lifetimes. This sample has also the highest resistivity value (Table 6.4). Unfortunately, the mechanism lying behind the interrelation of positron trapping and electronic properties of semiconducting crystals is not understood sufficiently well.

6.4.3 n-type GaAs

There were two kinds of donor-like impurities observed in n-type VCz-GaAs: silicon and sulfur. Silicon was the dominating impurity in crystals grown in a SiO\(_2\)-crucible (see Section 6.3). Free electron concentration in these crystals was in the order of \( 10^{16} \) cm\(^{-3} \) (Table 6.2). In crystals grown in a pBN-crucible, the silicon concentration was significantly reduced. The major donor species in these samples was represented by sulfur atoms, as GDMS analysis showed. It is not quite clear what was the origin of the sulfur contamination. Most probably, the metallic arsenic used as arsenic source (Fig. 6.1) contained small amounts of S (Neubert and Rudolph 2001). However, the concentration of S atoms was much less than that of Si in crystals grown in a SiO\(_2\) crucible. Also the free electron density was found to be at least two orders of magnitude less than that of silicon-contaminated samples. The electrical characteristics of the n-type GaAs samples investigated in this work are summarized in Table 6.5. It is worth to note, that all n-type material was grown from the melt, the composition (i.e. \( T_{As} \)) of which corresponded to As-rich crystals. The only exception was the C146 crystal that was grown from Ga-rich melt (\( T_{As} = 590^\circ C \)). But n-type conductivity of this crystal was imposed by high concentrations of silicon presented in the melt, as was mentioned in section 6.3.

Results of positron annihilation measurements performed on n-type GaAs-crystals are presented in fig. 6.6. In order not to encumber the graph, silicon contaminated

![Fig. 6.6: Average positron lifetime measured as a function of temperature in n-type VCz-grown GaAs. Crystals grown in a SiO\(_2\)-crucible are indicated. All other crystals were grown in a pBN-crucible.](image)
Defects study in intentionally undoped VCz-grown GaAs samples were presented by three $\tau_{av}(T)$ curves only. Measurement results obtained for other crystals of this type are shown in Fig. 6.3. The average positron lifetime in all the samples demonstrated a general increase towards low temperatures. The increase indicates the presence of vacancy defects, which are negatively charged (Section 3.2). The temperature decrease of the positron lifetime observed in some samples in the 20-200 K temperature region is connected with the influence of negative acceptors acting as shallow positron traps (Section 3.2.2). Thus, Si-containing samples, C140/C143/C146, demonstrate the characteristic decrease, which is usually ascribed to positron annihilating at Si$_{As}$-acceptors (Section 4.2.2). Also the high-temperature behavior of the average positron lifetime is similar to that observed in lightly silicon-doped GaAs crystals (Fig. 4.16), indicating a similar nature of the open-volume defects detected in these materials. This assumption was supported also by CL-measurements.

As discussed in Section 4.4, the vacancy defect observed in GaAs:Si is responsible for the 0.95 eV luminescence band (Fig. 4.14). A luminescence peak at this energy was also found in VCz-grown Si-contaminated GaAs (Fig. 6.7). In section 4.5, the supposition was made that the defect giving rise to the observed luminescence band is a

**Table 6.5 – Electrical characteristics of the investigated n-type VCz-grown GaAs crystals**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Crucible</th>
<th>Crystal stoichiometry</th>
<th>n (cm$^3$)</th>
<th>$\mu_e$ (cm$^2$/Vs)</th>
<th>$\rho_e$ (Ωcm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C140</td>
<td>SiO$_2$</td>
<td>As-rich</td>
<td>$5\times10^{16}$</td>
<td>4420</td>
<td>$28\times10^{-3}$</td>
</tr>
<tr>
<td>C143</td>
<td>SiO$_2$</td>
<td>As-rich</td>
<td>$9.2\times10^{16}$</td>
<td>3550</td>
<td>$19\times10^{-3}$</td>
</tr>
<tr>
<td>C146</td>
<td>pBN</td>
<td>Ga-rich</td>
<td>$3.1\times10^{16}$</td>
<td>3420</td>
<td>$59\times10^{-3}$</td>
</tr>
<tr>
<td>C151</td>
<td>pBN</td>
<td>As-rich</td>
<td>$4\times10^{14}$</td>
<td>4440</td>
<td>3.5</td>
</tr>
<tr>
<td>C153</td>
<td>pBN</td>
<td>As-rich</td>
<td>$6\times10^{14}$</td>
<td>6180</td>
<td>1.7</td>
</tr>
<tr>
<td>C154</td>
<td>pBN</td>
<td>As-rich</td>
<td>$7\times10^{13}$</td>
<td>2370</td>
<td>37.6</td>
</tr>
<tr>
<td>C156</td>
<td>pBN</td>
<td>As-rich</td>
<td>$1.5\times10^{15}$</td>
<td>5180</td>
<td>0.8</td>
</tr>
</tbody>
</table>

**Fig. 6.7:** Cathodoluminescence spectra measured in VCz-grown GaAs. Data were normalized to the intensity peak corresponding to band-band transition (1.48 eV)
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It was made that the defect giving rise to the observed luminescence band is a single gallium vacancy, which is not bound to a silicon atom. The CL measurements of C145 sample provided an excellent proof for this assumption. This crystal was grown with a pBN-crucible and was, hence, free from silicon impurity atoms. Moreover, C145 belongs to the “anomalous” p-type crystals, which demonstrated the presence of negative vacancies (Section 6.4.2, Fig. 6.5). According to theoretical calculations (Section 2.4), only $V_{Ga}$ can be negatively charged in p-type samples. Thus, negative vacancy defects observed in n- and p-type material were attributed to gallium vacancies.

Comparing the intensity of the room temperature positron annihilation signal (fig. 6.6) with the values of charge carrier concentrations, one can see that an increase of the free electron density imposes also an increase of vacancy concentrations, which is seen as a longer positron lifetime. This may be connected with the Fermi-level effect, according to which concentrations of gallium vacancies increase with increasing Fermi energy (Section 2.3 and 4.5).

6.5 Validity of positron annihilation for determination of vacancy concentration

Positron annihilation is often claimed as the unique tool for determination of the absolute concentrations of open-volume defects. However, defect concentrations are not measured directly in positron lifetime measurements. The real measurable quantity is the positron trapping rate $k$, which is assumed to be proportional to concentrations of vacancy-like defects (Eq. 3.4). The coefficient of proportionality $\mu$ is called trapping coefficient. $\mu$ is a parameter specific for a certain defect type and must be determined by means of an independent method. Since there are no other reliable methods for vacancy detection, the information used for $\mu$ determination is always indirect (Krause-Rehberg and Leipner 1997). Therefore, the trapping coefficient is usually known with an accuracy factor not better than two. Consequently, absolute vacancy concentrations determined with Eq. 3.4 are connected with relatively big uncertainties.

The situation becomes more complicated, since different defects demonstrate different temperature dependence of the positron trapping coefficient, $\mu(T)$. Let’s consider Fig. 6.3 (b). The average positron lifetime demonstrates temperature behavior in samples C140 and C147 (blue symbols) clearly different from that C141, C142, C143 (red symbols). Corresponding $\tau_{av}(T)$ curves intercept with the effect that the average lifetime at the maximum of $\tau_{av}(T)$ curve is higher in the samples C140/C147, whereas positron lifetime at 500 K is distinctly longer in crystals C141-C143. The question arises quite naturally: which kind of samples contains larger number of vacancies? Taking the same trapping coefficient for all samples, the answer would be – vacancy concentration is higher in samples C140/C147. However, the intensity of the CL-peak was found to be higher in sample C143 than in C147, anticorrelating with the $\tau_{av}$ values. Fig. 6.3 (a) demonstrates
an even more extreme discrepancy. The average positron lifetime in the samples presented by open symbols is very different at 300 K, but very similar at the maximum of $\tau_{av}(T)$ curves. Similar examples can be found in all other graphs of this section, in which $\tau_{av}(T)$ curves are shown, leading to two main conclusions:

1) Even qualitative analysis of defects concentrations by means of positron lifetime spectroscopy is justified only if the defects demonstrate similar dependence of positron trapping coefficient. Thus, it is always important to perform temperature dependent PALS measurements.

2) Temperature dependence of positron trapping in semiconductors carries important information about the defect structure of positron trapping centers. This information is, however, difficult to extract, since $\mu(T)$ was found to be in addition influenced by crystals electronic properties.

The next section is devoted to temperature dependent positron trapping in GaAs.

### 6.6 Summary

The study presented in this chapter had two main goals. Firstly, it was aimed to contribute to better understanding of the connections between formation of point defects and crystal growth conditions in VCz-GaAs. In particular, control of carbon content during the growth without boric oxide encapsulation (Section 6.3), influence of the arsenic activity and unintentional impurities on crystals defect properties were subjects of interest. Secondly, the systematic investigation of great variety of as-grown crystals with the help of positron annihilation lifetime spectroscopy together with many other characterisation techniques provided large number of experimental data, which could significantly extend the state of our knowledge about the interaction between positrons and semiconducting matter. Vacancy formation in both semi-conducting (n- as well as p-type) and semi-insulating material was studied. In general, about 30 different GaAs crystals were studied by several experimental methods: PALS to investigate open-volume defects, CL as a complimentary method for defects identification, local vibrational mode spectroscopy (LVM) for detection of acceptor-like impurities, infrared absorption spectroscopy (IRA) to obtain concentrations of EL20 centers, glow discharge and secondary ion mass spectrometry (GDMS and SIMS) for the crystals chemical analysis. The LVM, IRA, GDSM and SIMS data were taken from Ref. (Kiessling et al.).

Vacancies on both sublattices, $V_{Ga}$ and $V_{As}$, were detected in as-grown GaAs by means of positron lifetime spectroscopy. The following conclusions were made:

1) Arsenic vacancies were found in Ga-rich p-conducting GaAs. According to the temperature dependence of positron trapping, $V_{As}$ must be present in neutral or positive charge state (Section 6.4.2).

---

1 This condition was satisfied in the investigations presented in Chapters 4 and 5
2) In p-type As-rich crystals, formation of negatively charged gallium vacancies was observed (Section 6.4.2).

3) Negative $V_{Ga}$ were also found in semi-insulating (Section 6.4.1) and n-GaAs (Section 6.4.3) regardless of the melt composition, from which the crystals were grown.

4) The concentration of Ga vacancies depends on the position of Fermi level in a crystal and is the higher the more pronounced its n-type characteristics are. In other words, the concentration of gallium vacancies in GaAs increases with the transition of its conductivity type from semi-insulating to highly semi-conducting (Section 6.4.1).

5) It would be very interesting to perform a quantitative analysis of this dependence. However, possibilities of positron annihilation for determination of vacancy concentrations are constrained, as discussed in the Section 6.5.
7. On the temperature dependence of positron trapping in GaAs

The practical importance of positron annihilation as a method for semiconductor studies lies in its unique ability to measure the absolute concentrations of vacancy-like defects and depends extremely on the accuracy of these measurements. The latter is constrained by the knowledge of the trapping coefficient $\mu$, which represents a constant of proportionality between the measured trapping rate $K$ and concentration $C_d$ of a certain defect-type. (Eq. 3.4). In order to determine the trapping coefficient, the vacancy concentration must be measured independently of the positron experiment by using a reference method (Krause-Rehberg and Leipner 1997). Unfortunately, the information provided by such methods is always indirect. Therefore, $\mu$ is at best known with an accuracy factor of two. Moreover, the trapping coefficient is usually obtained at room temperature, whereas positron annihilation is often most sensitive and hence its results are most reliable at low temperatures. These uncertainties invalidate the significance of positron annihilation as a quantitative method, despite the high precision of measurements (about 1% for positron annihilation lifetime spectroscopy).

In this respect, the information obtained from temperature-dependent measurements can have more deterministic and quantitative character than the determined absolute vacancy concentrations, since these results represent just the change of annihilation parameters ($\tau_{av}$ or $K$) with temperature, whereas no normalization on positron trapping coefficient is necessary. However, despite the fact that positron annihilation has been applied to study of semiconducting materials for more than 30 years, the influence of the temperature on the positron trapping rate in semiconducting materials is still not well understood. Theoretical works performed in the late 80’s (Section 3.2.1) provided description of the positron trapping temperature dependence in good (at least qualitative) agreement with experimental results available at those times. This enabled developing of simple trapping models for fitting to the experimental data (Section 3.2.2). Satisfied with this success, both theoretical and experimental investigations of the essence of the positron trapping coefficient temperature dependence were stopped. Experimentalists dealing with positron annihilation temperature-dependent measurements interpret their results either in the frameworks of the positron trapping models mentioned above or resort to purely qualitative arguments, such as temperature-driven defect charge transition (Gebauer et al. 2001) or resonance trapping (Shirai and Takamura 1989), if these models turn out to be not applicable. The present author strongly believes that the valuable information about positron-defects interaction contained in the temperature behavior of positron trapping remains unused due to a lack of understanding.

It is the goal of this chapter to demonstrate the importance of temperature influence on positron annihilation parameters and to show the necessity of its further theoreti-
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Theoretical and experimental investigations. Two expedients are used to achieve the task. Firstly, inconsistency of the existing model of temperature-dependent positron trapping with some experimental results is shown (Section 7.1). No theoretical development of a new trapping model was intended here. This subject deserves an individual investigation. Secondly, all the positron annihilation lifetime results obtained in this work were systematized according to the temperature dependence of the trapping rate, i.e. average positron lifetime. It is the authors hope that such analysis will contribute to a better understanding of the temperature dependence of positron trapping in semiconductors. In particular, the following questions were discussed:

1) How does the temperature dependence of the trapping rate \( K(T) \) depend on the concentration of vacancy-like defects?
2) What is the influence of the defect charge state on \( K(T) \)?
3) Does \( K(T) \) depend on the vacancy charge state?
4) Below which temperatures are positrons effectively trapped by shallow traps?
5) How does the shallow trap concentration influence these temperatures?

### 7.1 GaAs:Si vs GaAs:Te

The defect structure of silicon- and tellurium-doped GaAs are very similar. Both these materials are self-compensated n-type semiconductors, in which SiGa or TeAs donors are partly deactivated due to formation of acceptor-like donor-gallium vacancy complexes, SiGaVGa and TeAsVGa, and, in case of GaAs:Si, additionally by silicon acceptors, SiAs\(^1\). The formation of donor-VGa pairs was first proposed in order to explain the occurrence of a broad luminescence band at approximately 1100 nm (1.12 eV) in n-doped GaAs (Williams 1968). But the final prove of the existence of these vacancy complexes was provided by a series of positron annihilation lifetime measurements, in which vacancy concentrations could be measured directly (Gebauer et al. 1997, Gebauer et al. 1999). It is commonly assumed that both SiGaVGa and TeAsVGa are two times negatively charged, as one would expect for the complex consisting of a singly positive donor and triply negative VGa. The charge of a gallium vacancy in n-type GaAs was determined in a theoretical study (Baraff and Schlüter 1985) and in a recent positron work (Gebauer et al. 2003). The same charge state (-2e) for vacancy-complexes in both silicon- and tellurium-doped GaAs was found to be consistent with the compensation model based on results of electrical measurements in these materials and with the model of self-activated luminescence developed for the interpretation of the results of luminescence experiments in n-doped GaAs (Williams and Mackintosh 1968). As one can see, structure and electronic properties of SiGaVGa and TeAsVGa seem to be very similar. However, results of temperature-dependent positron annihilation measurements in GaAs:Si and GaAs:Te turned out to be quite different.

\(^1\) Defects in GaAs:Si are discussed in details in Section 3.
Fig. 7.1 shows average positron lifetime measured as a function of temperature in GaAs doped with different doses of tellurium (solid symbols) or silicon (open symbols). The data corresponding to GaAs:Si were obtained in this work (Fig. 4.2). Positron lifetime results in GaAs:Te originate from the PhD work of J. Gebauer (Gebauer 2000) and were published in Refs. (Gebauer et al. 1997; Gebauer et al. 2003). In both materials, average positron lifetime measured at room temperature is distinctly higher than the bulk lifetime of GaAs, indicating positron trapping into vacancy-like defects. The trapping rate, which can be determined from $\tau_{av}$ with the Eq. 3.6, increases to higher doping levels, indicating thereby the increase of the vacancy-like defect concentration. The decrease of $\tau_{av}$ to low temperatures indicates positron trapping by shallow traps represented by acceptor-like ions (e.g. C_{As} or Cu_{Ga}). In GaAs:Si, silicon doping itself is a source of Si_{As} acceptors. Therefore, shallow traps concentration is always higher, and thus the decrease of $\tau_{av}$ is more pronounced in in Si-doped than in Te-doped GaAs. The shallow trap defects have a considerable influence on positron trapping at temperatures $\leq 300$ K. At higher temperatures, positron detrapping from the weak Coulomb potential of negative ions dominates and positron annihilation at shallow traps can be neglected. Thus, the behavior of $\tau_{av}$ at $T \geq 300$ K is governed by positron trapping into vacancy like defects and is the subject of interest for the following discussion.

In Te-doped GaAs, $\tau_{av}$ continuously decreases with increasing temperature (Fig. 7.1). Such $\tau_{av}(T)$ behavior was also often observed in positron annihilation lifetime studies of GaAs (e.g., in intentionally undoped GaAs (Krause-Rehberg and Leipner 1999) or in electron-irradiated GaAs (Polity et al. 1997)) and other semiconductors (e.g., in neutron irradiated silicon). According to theoretical trapping model (Section 3.2.1), a decrease of the positron trapping coefficient, and consequently a decrease of $\tau_{av}$, is expected for a negative vacancy (Fig. 3.5). This is in agreement with the assumed negative charge state for the Te_{As}V_{Ga} complex. The validity of the trapping model is corroborated by the good fit of the experimental data (solid lines in fig. 7.1) according to the two-defect trap-
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The positron trapping model considering negative vacancies and shallow trap defects (Section 3.2.2). However, the model was found to be inapplicable for interpretation of $\tau_{av}(T)$ curves in Si-doped GaAs.

As fig. 7.1 shows, lifetime measurements in GaAs:Si reveal no decrease of the average positron lifetime in the high-temperature region. This is surprising, since one expected the same $\tau_{av}(T)$ dependence as in GaAs:Te due to the equal charge states of the vacancy-defects in these materials. But in contrast to GaAs:Te, $\tau_{av}$ in GaAs:Si remains constant or even slightly increases at temperatures above room temperature. Such $\tau_{av}(T)$ behavior is considered for a neutral, not a negative vacancy (Fig. 3.5). All attempts to apply the model of positron trapping by negative vacancies and shallow traps to the results obtained for GaAs:Si ended in failure. The best possible fit yielded unreasonably high concentrations of acceptor-like defects – two orders of magnitude higher than the vacancy concentration. This is obviously just a mathematical artifact. The $\tau_{av}(T)$ represent a competitive process of positron trapping into vacancy and shallow trap defects. In order to produce the $\tau_{av}(T)$ dependence similar to the one measured in GaAs:Si, the $T^{1/2}$ increase of the trapping rate of negative vacancy, $K_v$, and $K_R$ in Eq. 3.15, must be compensated by positron trapping into shallow trap defects (Fig. 3.7) up to the temperatures of 600 K. For this, the positron detrapping rate ($\delta_{st}$ in Eq. 3.16) must be reduced by increasing the shallow trap concentration, $C_{st}$.

Thus, it was shown that the model of positron trapping into a negative vacancy is inconsistent with the results of positron lifetime measurements in GaAs:Si. There are two possible explanations of this disagreement:
1) The theoretical considerations of the temperature dependence of positron trapping are correct and thus Si$_i$Ga$_{1-x}$V$_{Ga}$ complex must be neutral;
2) Si$_i$Ga$_{1-x}$V$_{Ga}$ is negative. In this case, the theory must be reconsidered.

7.2 Positron trapping in GaAs doped with Si and Te simultaneously

7.2.1 Experimental
The samples investigated were cut from a GaAs single crystal doped with silicon and tellurium atoms simultaneously (GaAs:Si&Te). The crystal was grown using VGF-technique and characterized by means of chemical analysis (AtE$S$ – atom emission spectroscopy) and electrical measurements (Hall-effect) at FCM. AtE$S$ measurements revealed large variation of the dopants concentration over the crystal length. Therefore, five samples were taken from different axial positions of the crystal for positron annihilation investigations. In the following, the samples are referred according to their position with integers 1-5, whereas 1 and 5 correspond to the ingot seed and tail, respectively.
Despite large concentration gradients of Si- and Te- donors, free electron density was found to be nearly the same in all samples pointing to high electrical compensation in this material. The results of SIMS and Hall-effect measurements for three of samples are summarized in Table 7.1.

Table 7.1 – Dopant and free electron concentrations and electron mobility measured in the GaAs:Si&Te samples investigated in this work

<table>
<thead>
<tr>
<th>Sample #</th>
<th>[Si] (cm⁻³)</th>
<th>[Te] (cm⁻³)</th>
<th>n (cm⁻³)</th>
<th>µ (cm²/Vs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5×10¹⁷</td>
<td>9.3×10¹⁷</td>
<td>9.37×10¹⁷</td>
<td>3116</td>
</tr>
<tr>
<td>4</td>
<td>2.0×10¹⁷</td>
<td>1.0×10¹⁸</td>
<td>1.19×10¹⁸</td>
<td>2481</td>
</tr>
<tr>
<td>5</td>
<td>9.0×10¹⁷</td>
<td>8.5×10¹⁸</td>
<td>1.27×10¹⁸</td>
<td>1556</td>
</tr>
</tbody>
</table>

Temperature-dependent positron annihilation lifetime measurements were performed according to the general measurement procedure (Section 3.4) on the experimental setup with time-resolution of 241 ps.

7.2.2 Results of temperature-dependent PALS measurements

Results of two-component analysis of the lifetime spectra obtained for GaAs:Si&Te samples at different measurement temperatures are shown in fig. 7.2. The decomposition was successful only for high-temperature spectra (T > 300 K), while for the lower temperatures large scattering of the fitting parameters, defect-related lifetime \( \tau_d \) and its intensity, was observed [fig. 7.2 (a)]. Obviously at low temperatures, positron trapping into more than one defect occurs and hence the one-defect (two-component) trapping model can not be applied. However, it was impossible to decompose the spectra into more than two components. This indicates the small difference between positron lifetimes corresponding to the different types of positron traps. Due to the small difference, the individual lifetimes could not be separated. Thus, positrons trapped by negative ions (shallow positron traps) annihilate within the same time period as those annihilating from the bulk. At higher temperatures, positrons were trapped predominantly by a defect with \( \tau_d = 265 \pm 5 \) ps [fig. 7.2 (a)]. In GaAs, positron lifetimes of this order are attributed to a monovacancy-type defect [calculation]. Note that the same defect-related lifetime was obtained also for GaAs:Si (Chapter 4).

The average positron lifetime reveals complicated temperature and doping dose dependence [fig. 7.2 (b)]. The lowest \( \tau_{av} \) is observed in the sample #1 doped with the smallest numbers of Si and Te atoms. \( \tau_{av}(T) \) curve demonstrates a plateau at about 234 ps in 500 K – 330 K temperature region, increases as temperature decreases from 330 K down to 200 K and decreases with the further lowering of the measurement temperature. The latter decrease is ascribed to positron trapping into shallow trap defects as discussed for GaAs:Si in section 4.2.2. the two next samples #2 and #3 demonstrate a \( \tau_{av}(T) \) behavior qualitatively similar to that of #1. The only difference is the shift of the \( \tau_{av} \) to higher
values that is especially remarkable in the high-temperature region, where the influence of shallow positron traps is negligibly small. One should also note the extension of the plateau interval down to 300 K in sample #3. The enhancement of the average positron lifetime values to higher doping levels corresponds to an increase of the vacancy-like defects concentration. This tendency is also preserved for the last two samples #4 and #5. However, there are no plateau-regions observed for these specimens. Instead, $\tau_{av}$ demonstrates a continuous increase in high-temperature interval, giving rise to the minimum in the $\tau_{av}(T)$ function at the temperature of about 270 K.

7.2.3 Discussion

The temperature dependence of the positron trapping in GaAs:Si&Te represents an important result enlarging significantly the state of our knowledge on positron trapping in semiconductors and also on point defects in heavily n-doped GaAs. There were three main conclusions made: (i) the temperature behavior of $\tau_{av}$ cannot be explained in terms of two-defect trapping model assuming positron capture by negative ions (shallow traps) and open-volume defects (vacancies). Hence, (ii) there are more than one vacancy-type defects present in GaAs:Si&Te crystals. It is the first time, that the presence of more than one monovacency-like defects in a single sample can be unambiguously demonstrated by PALS measurements. This is possible due to the different temperature behavior of positron trapping coefficient corresponding to these defects. (iii) The results support the ass-

![Fig. 7.2: Results of the temperature-dependent positron lifetime measurements obtained in GaAs doped with Si and Te atoms. (a) defect-related lifetime; (b) average positron lifetime.](image-url)
The assumption of different defect properties of Si-ant Te-doped GaAs. The conclusions stated above are based on the following arguments:

(i) Inconsistency of two-defect model.

The following reasons often used for interpretation of $\tau_{av}$ T-dependence were found to be not applicable:

1) Competitive trapping into negative vacancy-like defects and shallow positron traps. At best, this is demonstrated by $\tau_{av}(T)$ curves measured in samples #4 and #5 (Fig. 7.2). The two extremes observed at 200 K and 270 K cannot be modeled principally under the assumption of a single open-volume positron trap.

2) Temperature-induced change of defect charge state. Due to the high doping range, $10^{18}$-$10^{19}$ cm$^{-3}$ (Table 7.1), the Fermi level position in all samples was in the conduction band and could not be significantly affected by the temperature change in the interval of 300-500 K concerned here. Hence, no recharging effect could have taken place.

3) Electron screening effect, which can change the effective charge of defects felt by positrons and lead to a different temperature dependence of $\tau_{av}$ in differently doped samples. However, the free electron concentration was found to be nearly the same in all samples (Table 7.1). Thus the screening effect in sample #5 cannot be much larger than that in sample #1 to explain the profound difference in $\tau_{av}(T)$.

(ii) Presence of several types of open-volume defects.

4) Consequently, more than one kind of vacancy-like defects should exist in the crystal. The positron trapping into these defects has a different temperature dependence resulting in the complex behavior of $\tau_{av}(T)$ observed.

5) The positron lifetimes related to these defects could not be separated, i.e. have similar values. Hence, the defects must of a similar type. The found defect-related lifetime $\tau_d=264$ ps corresponds to a monovacancy in GaAs.

6) It is the first time the simultaneous presence of such defects is observed in a semiconducting crystal by positrons.

(iii) Consequences for Si-ant Te-doped GaAs:

7) Obviously, the defect causing the increase of $\tau_{av}$ with increasing temperature (samples #4 and #5) must dominate positron trapping in the heavily-doped GaAs:Si. In GaAs:Te, in contrast, the other defect type is the dominating positron trapping center which demonstrates a strong decrease of the average positron lifetime towards higher temperatures. The superposition of positron trapping into the two defect types results in the temperature dependence $\tau_{av}(T)$ in GaAs:Si&Te.

8) A possible explanation for the different temperature dependence of positron trapping demonstrated by these defects is their different charge states. According to theoretical calculations (Section 3.2.1) increase of $\tau_{av}$ with increasing temperature is expected for
the neutral (or positive!) vacancy, while decreasing $\tau_{av}$ corresponds to trapping by the negative vacancy. The latter item represents the subject of discussion for the following subsection.

### 7.3 Systematization of results

The results presented in the previous section have clearly demonstrated that the temperature dependence of positron trapping contains important information about the defect configuration in the GaAs crystals doped with Si or Te. In this section, the features of the $\tau_{av}(T)$ curves obtained for a great variety of samples studied in this work are examined in details. Most of the experimental data originated from the study of VCz-grown GaAs (Chapter 6). Therefore, it is reasonable to consider in the first place the lifetime spectra presented in that chapter. As far as vacancy-like defects are the subject of interest, only the high temperature ($T>200$ K) part of $\tau_{av}(T)$ have to be considered. At temperatures below 200 K, positron trapping into shallow traps can not be neglected and dominates the temperature behavior of $\tau_{av}$. As the main parameter, the slope of a $\tau_{av}(T)$ curve will be discussed. For the sake of convenience, a special designation for the parameter has been introduced:

$$Y = \frac{d}{dT} \tau_{av}(T)$$  \hspace{1cm} (7.1)

Let’s call $Y$ the temperature decay of $\tau_{av}$.

In a first approximation, the $Y$ estimation could be done just by the fitting of the increasing part of the $\tau_{av}$ curves with a simple linear function. Surprisingly, such rather qualitative analysis performed for each sample revealed a presence of three discreet temperature decays (linear slopes) of the average positron lifetime. In other words there were three different temperature dependencies of $\tau_{av}$ observed, as demonstrated by the example $\tau_{av}(T)$ curves in Fig. 7.3. $Y_i$ is represented by two curves, corresponding to the samples

![Fig. 7.3: Three typical temperature dependences of the average positron lifetime found in intentionally undoped GaAs. The lines are drawn to guide the eye.](image-url)
with (red symbols) and without (black symbols) shallow traps. Fig. 7.4 shows the existence of the discreet decays more clearly. Parts (a), (c) and (e) present “real” \( \tau_{av} \) curves related to \( Y_1, Y_2 \) and \( Y_3 \) respectively. The (b) and (d) parts were constructed manually with the help of a simple parallel shift of the measurement curves in order to make the similarity of their temperature slopes obvious. The decay \( Y_3 \) was observed only in three samples cut from the same crystal (C156).

Similar analysis was performed for the results obtained in the other samples investigated in this work. It turned out, that all the samples can be classified in four groups according to the kind of temperature \( \tau_{av} \) temperature dependence (Table 7.2). Most of the investigated samples belong to the first group, for which \( \tau_{av} \) demonstrates the smallest decay \( Y_1 \) – 3 to 4 ps per temperature increase of 100 K. For the samples of the group II,
7. On the temperature dependence of positron trapping in GaAs

\[ \tau_{av} \] decreases faster, at the rate of 7-8 ps/100 K. But the highest temperature decay was observed for the three samples of group 3 and amounted to 17-19 ps per 100 K.

The occurrence of the discrete decay rates was never reported before (at least, such reports are not known to the author). Such behavior of \( \tau_{av} \) was also not predicted by theoretical calculations. It seems to be a completely new experimental observation.

There are three possible explanations of the observed four kinds of temperature dependences:

1) different types of the vacancy-like defects responsible for positron trapping;
2) different concentrations of the vacancy and/or shallow trap defects;
3) different charge states of the vacancy defects.

The first two variants are hardly probable. Firstly, there are only two principle vacancy types in GaAs – gallium and arsenic vacancies – and three different decay rates. Naturally, the vacancies can form complexes with other intrinsic or extrinsic point defects, such as impurity atoms or antisites, which could have different positron trapping coefficients. But it is hardly possible, that the same defect complex is formed in very different GaAs samples of the group I and group II, which have different concentrations of impurities and free charge carriers and even different conductivity type. The second vari-

<table>
<thead>
<tr>
<th></th>
<th>I (0.03-0.04 ps)</th>
<th>II (0.07-0.08 ps)</th>
<th>III (0.17-0.19 ps)</th>
<th>IV T-independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>L147</td>
<td>C147</td>
<td>C156</td>
<td>(K3, K6, K9)</td>
<td>Heavily-doped GaAs:Si</td>
</tr>
<tr>
<td>L150</td>
<td>C140</td>
<td></td>
<td></td>
<td>Sections 4.2 and 4.3</td>
</tr>
<tr>
<td>L151</td>
<td>C153</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C118</td>
<td>C155</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C131</td>
<td>C151</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C132</td>
<td>GaAs:Si&amp;Te #1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C146</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C143</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C142</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C155</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C154</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GaAs:Si</strong></td>
<td></td>
<td></td>
<td></td>
<td>(Section 4.4)</td>
</tr>
<tr>
<td><strong>Si annealed GaAs</strong></td>
<td></td>
<td></td>
<td></td>
<td>(Section 5.2.2)</td>
</tr>
</tbody>
</table>

\( \tau_{av} \) decreases faster, at the rate of 7-8 ps/100 K. But the highest temperature decay was observed for the three samples of group 3 and amounted to 17-19 ps per 100 K.

The occurrence of the discrete decay rates was never reported before (at least, such reports are not known to the author). Such behavior of \( \tau_{av} \) was also not predicted by theoretical calculations. It seems to be a completely new experimental observation.

There are three possible explanations of the observed four kinds of temperature dependences:

1) different types of the vacancy-like defects responsible for positron trapping;
2) different concentrations of the vacancy and/or shallow trap defects;
3) different charge states of the vacancy defects.

The first two variants are hardly probable. Firstly, there are only two principle vacancy types in GaAs – gallium and arsenic vacancies – and three different decay rates. Naturally, the vacancies can form complexes with other intrinsic or extrinsic point defects, such as impurity atoms or antisites, which could have different positron trapping coefficients. But it is hardly possible, that the same defect complex is formed in very different GaAs samples of the group I and group II, which have different concentrations of impurities and free charge carriers and even different conductivity type. The second vari-
ant must be also discarded as inappropriate, since it is rather improbable that the ratio between the concentrations of vacancy and shallow trap defects would amount to constant, moreover discrete values in order to explain the occurrence of only three slopes. Moreover, according to the theoretical model described in section 3.2, the vacancy concentration does not influence the slope of the $\tau_{av}(T)$ curve that much. This is demonstrated in Fig. 7.5 with the help of simulation of the $\tau_{av}(T)$ curves for the case of positron trapping by a single defect-type, negative vacancy, presented in different concentrations. As can be seen, concentration variations in the range of observed vacancy concentrations are not strong enough to cause the remarkable changes in the decay rate. Even if it was, we would end up with a continuous distribution of the slopes of the $\tau_{av}(T)$ curves due to continuous distribution of the concentrations of vacancies and shallow traps in investigated samples. This was not observed. More probable, the variation of the vacancy concentrations leads to a parallel vertical shift of the whole $\tau_{av}(T)$ curve which can be clearly seen for some of the samples (e.g., L147 and L150 of group I; C147 and C140 of group 2).

The third variant is the most reasonable one. Obviously, each discrete $\tau_{av}(T)$ decay rate corresponds to a specific defect configuration of studied crystal. The question is: which defect property can vary in a discrete way? This can be only the charge state. However, theoretical calculations (Section 3.2.1) did not predict different temperature dependences of the positron trapping rate for single and double negative vacancies. In contrary, for both vacancies charge states the same $T^{-1/2}$ dependence of the positron trapping rate should be expected (Fig. 3.5). This is in direct contradiction to the experimental results obtained in this work. It is the author’s opinion, that the present theoretical model of positron capture does not correctly describe the temperature dependence of the process of positron trapping and must be reconsidered. The improvement of the model will allow to extract much more information from the results of temperature dependent positron lifetime measurements concerning the microstructure of the detected positron trapping centers.

**Fig. 7.5:** Average positron lifetime calculated as a function of temperature for different vacancy concentrations. One-defect trapping model was used. Trapping into a negative vacancy was assumed.
8. Summary

Native defects in as-grown GaAs material were studied in this work. In particular, formation of equilibrium vacancy-like defects was investigated by positron annihilation lifetime spectroscopy (PALS). The obtained results allowed to draw the following conclusions:

1) $Si_{Ga}V_{Ga}$ complexes were found to be responsible for the rapid increase of the compensation degree in heavily silicon-doped GaAs. The compensation model based on the PALS-results was found to be in reasonable agreement with the experiment (Section 4.2).

2) The interrelation between the formation of $Si_{Ga}V_{Ga}$ complexes and dislocation density was established. It was found that the concentration of the vacancy-complexes was strongly suppressed in dislocation-rich regions of the GaAs:Si wafers (Section 4.3).

3) Based on the results of positron annihilation and cathodoluminescence spectroscopy, the defect responsible for the 0.95 eV luminescence band was attributed to the isolated gallium vacancy, $V_{Ga}$ (Section 4.4).

4) It was demonstrated that vacancy-like defects formed in n-type GaAs:Si and SI undoped GaAs at elevated temperatures (1100° C) are related to different sublattices. In silicon-doped GaAs, $Si_{Ga}V_{Ga}$ complexes are formed, whereas a defect complex containing arsenic vacancy, $V_{As}$ was detected in annealed SI GaAs. It has been established that this complex is neutral. The Gibbs’ free formation energy $G_f$ of $V_{As}$ was determined as $G_f = 3.9$ eV (Chapter 5).

5) The shallow trap defects, which can not be identified by PALS measurements can be characterized by Coincidence Doppler-broadening spectroscopy (CDB) measurements performed at low temperatures (20 K). Thus, Cu-acceptors were identified by CDB measurements in section 5.3.2.

6) A large variety of crystals grown by Vapor Pressure Controlled Czochralski method (VCz) were studied by several experimental methods. A systematic study of GaAs material possessing all three types of conductivity, i.e. n-, p-type as well as semi-insulating material, was performed (Chapter 6).
7) The increase of positron average lifetime towards high temperatures was observed in several p-type samples. It was clearly shown that this increase could not correspond to the temperature expansion of the crystal lattice. Instead, this increase was attributed to positron trapping into negatively or even positively charged defects. Positron capture by positively charged defects is predicted by theory but was never observed experimentally (Section 6.4.2).

8) Concentration of vacancy-like defects in n-type material increases with increasing conductivity. It was concluded, that the vacancies are related to negatively charged V_{Ga}, the concentration of which increases due to the Fermi-level effect (Section 6.4.3).

9) It was demonstrated that the vacancy complexes in Si- and Te-doped GaAs have different efficiencies of positron capture as a function of temperature. The reasons for this were discussed (Section 7.2).

10) It was established that the theoretical consideration of temperature-dependent positron trapping are not always appropriate to describe the temperature behavior of the average positron lifetime. The contradictions of the experiment and model were emphasized (Section 7.3).
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